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Chapter 1

Introduction

1.1 Problems studied in this thesis

It is told that the Graph Theory began its history with the problem of the Königsberg’s bridge.

In the ancient Prussian city Königsberg, there was the River Pregel and seven bridges over

the river. Peoples guessed that there is a way to go once over each bridge and return back to

the home. However, though they tried to find it several times, it always ended in failure, and

in 1736 Leonhard Euler showed that this is impossible. To prove it he replaced the map of

the city by a diagram (See Figure 1.1), and then he was able to give a general method for all

the other problems of the same type. This diagram is a depiction of a graph; a graphG is a

pair of two sets (V,E) such that every element ofE is a 2-element subset ofV. We callv ∈ V

a vertexande ∈ E anedge(In the digram, the points represents vertices and lines represents

edges). For a graphG, the vertex set ofG is denoted byV(G) and the edge set ofG is denoted

by E(G). An edge{u, v} is usually written asuv or vu. If there is an edgeuv, then we say it

joins two verticesu andv, u andv areadjacent, andu is aneighborof v (also,v is a neighbor

of u). In a graphG, NG(v) denotes the set, anddG(v) denotes the number, of neighbors ofv.

When no confusion occurs, we will denoteNG(v) anddG(v) by N(v) andd(v), respectively.

A graphH is called asubgraphof a graphG, and written asH ⊆ G, if V(H) ⊆ V(G) and

E(H) ⊆ E(G). In this case we sayG contains H.

In the graph described as Figure 1.1, there exists two pairs of edges which join same two

vertices. These pairs are calledmultiple edges. However, in this thesis, we deal withsimple

graphs: the graph in which there is no multiple edge.

As we can see in Königsberg’s problem, to analyze a phenomenon, it is sometimes useful

to consider an object as a graph. However, there are a lot of situations which need additional

informations to a graph. Consider the cities in a country, in which some of the two cities
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2 Chapter 1

Figure 1.1:

are joined by the airline route. Now the cost of the journey between any joined two cities is

known. Then, using simple graphs, we can explain the relations of any two cities whether

they are joined or not. However, the cost between them cannot be illustrated; we must add the

cost to every edge. Such graphs—the graphs in which every edge is assigned a nonnegative

number—are calledweighted graphs, which are studied in this thesis.

In a weighted graphG, the number assigned on each edge is calledthe weightof the

edge, and we denote the weighting function bywG. For a subgraphH of G, theweightof H

is defined by

wG(H) =
∑

e∈E(H)

wG(e).

And, for a vertexv in G, we define theweighted degreeof v in G by

dw
G(v) =

∑

u∈NG(v)

wG(uv).

When no confusion occurs, we will denotewG, wG(H) and dw
G(v) by w, w(H) and dw(v),

respectively.

In this thesis, we mainly discuss about the sufficient condition for the weighted graphs to

have heavy paths and cycles. Apath Pis a graph with vertex set{v1, v2, . . . , vp} and edge set

{v1v2, v2v3, . . . , vp−1vp}, which is usually denoted byv1v2 . . . vp. The verticesv1 andvp are

calledendverticesof P, and we sayP joins v1 andvp. A cycleis a graph obtained by a path

adding an edge joining two endvertices, and it is also denoted by its sequence of vertices, the
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same as paths. A cycle is called ahamiltonian cycleof a graph if it contains all the vertices

of the graph, and a graph is said to behamiltonianif it contains a hamiltonian cycle.

In 1989, Bondy and Fan proved the following result, which is the cornerstone of the

studies of heavy cycles in weighted graphs.

Theorem 1.1 (Bondy and Fan [4]).Let G be a2-connected weighted graph and d a non-

negative real number. If dw(v) ≥ d for every vertex v in G, then either G contains a cycle of

weight at least2d or every heaviest cycle in G is a hamiltonian cycle.

In a weighted graphG with constant weight 1,dw
G(v) = dG(v) for every vertexv ∈ V(G)

andw(H) = |E(H)| for every subgraphH of G. Hence, we can regard an unweighted graph as

a weighted graph with special property, and it is clear that Theorem 1.1 is a generalization of

the following well-known result. Thelengthof a path or a cycle is the number of the edges

that it contains.

Theorem 1.2 (Dirac [8]). Let G be a2-connected graph and d an integer. If d(v) ≥ d for

every vertex v in G, then G contains either a cycle of length at least2d or a hamiltonian

cycle.

Considering the heavy cycle passing through a specified vertex, Theorem 1.1 is extended

as follows.

Theorem 1.3 (Zhang et al. [35]).Let G be a2-connected weighted graph and d a nonnega-

tive real number. If dw(v) ≥ d for every vertex v in G, then for every vertex y in G, either G

contains a cycle of weight at least2d containing y or every heaviest cycle in G is a hamilto-

nian cycle.

In the proofs of Theorems 1.1 and 1.3, the existence of heavy paths is used to find heavy

cycles. But in fact, the existence of heavy fan (a set of paths joining a vertex and a vertex

set) is useful to show the existence of heavy cycles. In Chapter 2 we show the existence of

heavy fan. Using this, in the first section of Chapter 3, we give alternative simple proofs

of Theorems 1.1 and 1.3, and moreover, we show an extension of Theorem 1.3. All these

theorems on heavy cycles are easily shown by using the existence of heavy fan.

The (weighted) degree condition in Theorem 1.2 (1.1) is on every one vertex. Such con-

dition is calledDirac-type. There is another well-known weaker (weighted) degree condition,
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called anOre-typecondition, the condition on the degree sum of every two non-adjacent ver-

tices. Using Ore-type condition, Bondy et al. [3] extended a previous result in unweighted

graphs to weighted graphs, and proved a theorem on the existence of heavy cycles. In the sec-

ond section of Chapter 3, using the existence of heavy fan again, an extension of the theorem

of Bondy et al. is obtained.

Most of the previous results in weighted graphs are on 2-connected weighted graphs. But

in Chapter 4, we deal with 3-connected weighted graphs. In unweighted graphs, it is known

that if we enlarge the connectivity, then we can enlarge the number of specified vertices

contained in a long cycle. We obtain that the same is true in 3-connected weighted graphs,

and the existence of heavy cycles passing through three specified vertices is shown.

There exists some weighted graphs which contain no cycle of weight at least 2d, though

they satisfy the conditions of Theorem 1.1. In Chapter 5 it is shown that we are always be

able to find a cycle of weight at least 2d if a weighted graph has no cycle of length three and

satisfies the conditions of Theorem 1.1.

Fan-typecondition is more weaker condition than Ore-type one. There are several re-

sults which shows the existence of long cycle in unweighted graphs with Fan-type condition.

However, to extend them to the weighted graphs, it is shown in [34] that some extra-condition

on the weight of the edges is necessary. In Chapter 6 we weaken both of the weighted degree

condition and the extra-condition used in [34] and show the the existence of heavy cycles.

And in Chapter 7, using the same extra-condition as in [34] and another weighted degree

condition, calledσk-type condition, we show the existence of heavy cycles.

About the existence of heavy paths in weighted graphs, the following is known. A path

joining u andv is denoted by a (u, v)-path.

Theorem 1.4 (Bondy and Fan [4]).Let G be a2-connected weighted graph and d be a non-

negative real number. Let x and y be distinct vertices of G. If dw(v) ≥ d for all v ∈ V(G)\{x, y},

then G contains an(x, y)-path of weight at least d.

In Chapter 8 we give an extension of Theorem 1.4 by using the existence of heavy fan. And

also two Ore-type conditions for the existence of heavy paths are shown.

In Chapter 9, we turn our topic to the graphs in which each edge is colored by two colors,

and introduce aweighted Ramsey problem(For the basic concepts of Ramsey Theory, I refer

the reader to [29]). In this chapter we will discuss about heavy small subgraphs in which
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every edge has the same color, and show some theorems on Ramsey problem in weighted

graphs.

1.2 Terminology and Notation

In this section we give some basic terminology and notation used in this thesis. We call the

number of vertices of a graph theorder of the graph. An edgee is calledincident with a

vertexv if v ∈ e. Now if two edgese1 ande2 are incident with a common vertexv, we saye1

ande2 areadjacent. If every two vertices in a graph are joined by an edge, we call this graph

acomplete graph, and we denote a complete graph of ordern by Kn.

Let H be a subgraph of a graphG such that for every pair of verticesu, v ∈ V(H), uv ∈

E(H) if and only if uv ∈ E(G), thenH is called aninduced subgraphof G. In this case,H

is denoted byG[V(H)] and we sayV(H) induces Hin G. For a graphG andU ⊆ V(G), we

denoteG[V(G) \ U] by G − U. Let E′ be a set of 2-element subsets ofV(G). The graph

G′ = (V(G),E(G) \ E′) is denoted byG − E′, and the graphG′′ = (V(G),E(G) ∪ E′) is

denoted byG + E′. Moreover, for two graphsG1 andG2, we defineG1 ∪ G2 = (V(G1) ∪

V(G2),E(G1) ∪ E(G2)) andG1 +G2 = G1 ∪G2 + {uv | u ∈ V(G1) andv ∈ V(G2)}.

Let e = xy be an edge of a graphG. Sometimes we make a new graph regarding two

verticesx with y as a new vertexve. We call this operationcontractionof the edgee and the

new graph is denoted byG/e. Formally,G/e is a graph such that

• V(G/e) = {V(G) ∪ ve} \ {x, y}

• E(G/e) = E(G − {x, y}) ∪ {vev | xv ∈ E(G) \ {e} or yv ∈ E(G) \ {e}}.

The vertexve is called thecontracted vertex.

We call a graphG connectedif, for any two vertices, there is a path joining them. AndG

is calledk-connectedif |V(G)| > k andG − U is connected for anyU ⊆ V(G) of cardinality

k − 1. If G is connected andG − {v} is not connected for a vertexv ∈ V(G), then we callv a

cutvertexof G.

A connected graph which contains no cycle is called atree. A componentof a graphG is

a maximal connected subgraph ofG, and ablock Bof G is a maximal connected subgraph of

G which does not contain a cutvertex ofB itself (That is, ifB is a block of a graph, thenB is

2-connected orK2). An endblock ofG is a block which contain only one cutvertex ofG. For



6 Chapter 1

an endblockB in a graph, we denote the cutvertex of the graph inB by cB, andV(B) \ {cB} is

denoted byIB.

A k-partite graph, also called amulti-partite graph, is a graph which have partition

(V1,V2, . . . ,Vk) of V(G) such that there is no edge inG[V1],G[V2], . . . ,G[Vk]. We call each

Vi a partite set. Especially, a 2-partite graph is called abipartite graph. A complete multi-

partite graph is a multi-partite graph such that all two vertices in the different partite sets

are adjacent. A completek-partite graph whose partite sets containn1, n2, . . . , nk vertices is

denoted byKn1,n2,... ,nk.



Chapter 2

Heavy fans in weighted graphs

(The main result of this chapter appears in [19], which is an extension of the

result proved in [22].)

In [4] and [35], a heavy path in a weighted graph is used to show the existence of heavy

cycles. But in fact, as we can see in the later chapters, the existence of heavy fan is useful

to find heavy cycles passing through some specified vertices. In this chapter, we prove the

existence of heavy fans in weighted graphs.

To describe the main theorem of this chapter, we need some terminology and notation.

Let X,Z be disjoint subsets ofV(G). A pathP is called an (X,Z)-path if

(i) P is an (x, z)-path, wherex ∈ X andz∈ Z, and

(ii) V(P) ∩ X = {x} andV(P) ∩ Z = {z}.

Let X,Z be subsets ofV(G) andy ∈ V(G) \ {X∪Z}. If every ({y},Z)-path contains at least one

vertex ofX, then we callX separates y from Z. A subgraphF of G is called a (y,Z)-fan of

width kif F is a union of ({y},Z)-pathsP1, . . .Pk, wherePi∩P j = {y} for i , j. The maximum

number of the width of (y,Z)-fans inG is denoted byk(G; y,Z). Note thatk(G; y,Z) is equal

to the minimum number of vertices separatingy from Z in G.

Our main result in this chapter is the following.

Theorem 2.1. Let G be a connected weighted graph, L⊂ V(G), M a component of G− L,

and y∈ V(M). Now assume that, for all v∈ V(M),

• dw
G(v) ≥ d, and

• there is no vertex in V(M) \ {v} which separates v from L.

7



8 Chapter 2

Then for every(y, L)-fan F1, there exists a(y, L)-fan F2 such that

• w(F2) ≥ d,

• V(F1 ∩ L) ⊆ V(F2 ∩ L), and

• the width of F2 = k(G; y, L).

Theorem 2.1 is a weighted analogue of the following theorem due to Perfect.

Theorem 2.2 (Perfect [30]).Let G be a connected graph, L a subset of V(G), y ∈ V(G) \ L,

and l an integer such that l< k(G; y, L). Then for every(y, L)-fan F1 of width l, there exists a

(y, L)-fan F2 of width k(G; y, L) such that V(F1 ∩ L) ⊂ V(F2 ∩ L).

Again we need some terminology and notation used in the proof of Theorem 2.1. A

component of a graph which contains a vertexy is called ay-component. For two disjoint

subsetsL and M of V(G), we denote
⋃

v∈L(NG(v) ∩ M) by NM(L). In this chapter, for a

weighted graphG with u, v ∈ V(G), we definewG(uv) = 0 if uv < E(G). Let e = xy be an

edge ofG. When we contract an edge, there may occur some multiple edges. In this chapter

we identify them as a simple edge whose weight is the sum of the two previous edges. So,

G/e is a weighted graph such that

• V(G/e) = {V(G) ∪ {ve}} \ {x, y},

• E(G/e) = E(G − {x, y}) ∪ {vev | xv ∈ E(G) \ {e} or yv ∈ E(G) \ {e}},

• if uv ∈ E(G/e− {ve}), wG/e(uv) = wG(uv), and

• if v ∈ NG/e(ve), wG/e(vve) = wG(vx) + wG(vy),

The vertexve is called thecontracted vertex.

We often identify a subgraphH of G and its vertex setV(H). For example,NG(V(H)) is

often denoted byNG(H).

Proof of Theorem 2.1. Let k = k(G; y, L). If the width of F1 is less thank, then Theorem

2.2 shows the existence of a (y, L)-fan F1
′ of width k such thatV(F1 ∩ L) ⊆ V(F1

′ ∩ L). The

required fanF2 for F1
′ is also a required fan forF1, hence we may assume that the width of

F1 is k.
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We use induction on|V(M)|. If M = {y}, then it is obvious thatF2 =
⋃

v∈N(y) vy is a

required fan, sincedw
G(y) ≥ d. Now suppose|V(M)| ≥ 2.

Case 1. EveryX ⊆ V(G) of cardinalityk separatingy from L is contained inL.

In this case, we have|NL(M)| = k, soF ∩ L = NL(M) for any (y, L)-fan F of width k. Hence

it suffices to show the existence of a (y, L)-fan of widthk and weight≥ d.

Assume that there existsx ∈ NM(L) \ {y} andt ∈ NL({x}) such thatk(G/xt; y, L) = k′ < k.

When we makeG/xt from G, we regard the contracted vertex ast′. Let X′ be a vertex set

of cardinalityk′ which separatesy from L in G/xt. If t′ < X′, thenX′ separatesy from L in

G, which contradicts the factk(G; y, L) = k. Hence we havet′ ∈ X′. ThenX′ ∪ {x, t} \ {t′}

separatesy from L in G. If |X′| < k − 1, |X′ ∪ {x, t} \ {t′}| < k, which contradicts the fact

k(G; y, L) = k. If |X′| = k− 1, |X′ ∪ {x, t} \ {t′}| = k andX′ ∪ {x, t} \ {t′} * L. This contradicts

the assumption of this case. Therefore, we havek(G/xt; y, L) = k for everyx ∈ NM(L) \ {y}

andt ∈ NL({x}).

Case 1.1. There existst ∈ NL(M) such thatyt < E(G) or w(xt) > w(yt) for somex ∈ NM({t}).

Take a vertexx ∈ NM({t}) such thatw(xt) is as large as possible. Now make a new graph

G′ = G/xt, and regard the contracted vertex ast. Let L′ = L andM′ be they-component of

G′ − L′. ThenV(M′) ⊆ V(M) \ {x}, and it is clear that, for allv ∈ V(M′),

• dw
G′(v) = dw

G(v) ≥ d and

• there is no vertex inV(M′) \ {v} which separatesv from L′.

Hence, by the induction hypothesis, we can find a (y, L′)-fanF′ of width k(G/xt; y, L) = k and

weight at leastd. Sincek(G/xt; y, L) = k and|NL′(M′)| ≤ |NL(M)| = k, we have|NL′(M′)| = k,

which impliest ∈ F′. And the factt , y implies that there is a vertext− which is the only

neighbor oft in F′. If t−x < E(G), thentt− ∈ E(G) andwG′(tt−) = wG(tt−). Therefore,F = F′

is a required fan inG. If t−x ∈ E(G), let F be a graph obtained by replacing an edgett− of F′
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with a patht−xt. ThenF is a (y, L)-fan of widthk in G such that

w(F) = w(F′) − wG′(tt
−) + wG(t−x) + wG(xt)

= w(F′) − (wG(tt−) + wG(xt−)) + wG(t−x) + wG(xt)

= w(F′) − wG(tt−) + wG(xt)

≥ w(F′)

≥ d.

HenceF is the required fan.

Case 1.2. For every vertext ∈ NL(M), yt ∈ E(G) andw(xt) ≤ w(yt) for all x ∈ NM({t}).

First, we prove the following claim.

Claim 1. There exists a(y, z)-path P in M such that z∈ NM(L) and the weight of P is at least

min{dw
M(z),d}.

Proof. If |V(M)| = 2, let z be the vertex ofV(M) other thany, then it is obvious thatyz is a

required path. So assume|V(M)| ≥ 3. Note that

dw
M(v) = dw

G(v) ≥ d for all v ∈ V(M) \ NM(L). (2.1)

In the case whereM is 2-connected, letz be a vertex inNM(L) \ {y} such thatdw
M(z) ≤ dw

M(v)

for all v ∈ NM(L) \ {y}. Then with (2.1), we have

dw
M(v) ≥ min{dw

M(z),d} for all v ∈ V(M) \ {y, z}.

Hence, by the induction hypothesis, there exists an (x, {y, z})-fanF of width k(M; x, {y, z}) = 2

and weight at least min{dw
M(z),d} for everyx ∈ V(M) \ {y, z}. Since the width ofF is 2,F is a

required path.

Assume thatM is not 2-connected, and choose an endblockB such thaty < IB = V(B) \

{cB}. Then there exists a (y, cB)-pathP1 which is internally disjoint withB. Now let z be a

vertex inNIB(L) such that

dw
M(z) ≤ dw

M(v) for all v ∈ NIB(L). (2.2)
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If |V(IB)| = 1, we havew(zcB) = dw
M(z), henceP = zcBP1y is a required path. So we may

assume that|V(IB)| ≥ 2, thenB is 2-connected. It follows from (2.1) and (2.2) that

dw
M(v) ≥ min{dw

M(z),d} for all v ∈ V(B) \ {cB, z}.

Then, by the induction hypothesis, there exists an (x, {cB, z})-fan F of width k(M; x, {cB, z}) =

2 and weight at least min{dw
M(z),d} for everyx ∈ V(B) \ {cB, z}. Since the width ofF is 2, F

is a path. JoiningP1 andF, we have a required path. �

Now we are ready to complete the proof of Case 1.2. Choose a vertexz and a pathP which

satisfy the conditions of Claim 1. Letz′ be a neighbor ofz in L and

F =
⋃

v∈NL(M)\{z′}

yv∪ Pzz′.

ThenF is a (y, L)-fan such that

w(F) =
∑

v∈NL(M)\{z′}

w(yv) + w(P) + w(zz′)

≥
∑

v∈NL(z)\{z′}

w(zv) + w(P) + w(zz′)

≥ dw
L (z) +min{d, dw

M(z)}

≥ min{d, dw
G(z)}

= d.

Now the width ofF is |NL(M)| = k(G; y, L), henceF is the required fan. This completes the

proof in Case 1.2 and the proof in Case 1.

Case 2. There existsX ⊆ V(G) of cardinalityk such thatX separatesy from L andX * L.

Let M∗ be they-component ofG − X. SinceM∗ ⊆ M, dw
G(v) ≥ d for everyv ∈ V(M∗).

Now it is obvious that there is no vertex inV(M∗) \ {v} which separatesv from X. Hence,

by the induction hypothesis, we can find a (y,X)-fan such thatw(F∗) ≥ d and the width of

F∗ = k(G; y,X) = k. Now addingP = F1 − V(M∗) to F∗, we can find a (y, L)-fan F2 such

thatw(F2) = w(F∗) + w(P) ≥ d andF2 ∩ L = P ∩ L = F1 ∩ L, which is a required fan. This

completes the proof of Theorem 2.1. �

Remark. Theorem 2.1 has the following corollary.
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Corollary 2.3. Let G be a connected weighted graph and x, z ∈ V(G). Assume that, for all

v ∈ V(G) \ {x},

• dw
G(v) ≥ d, and

• there is no vertex in V(G) \ {v} which separates v from x.

Now if there exists k disjoint(x, z)-paths in G, then there exists a set of k′ disjoint (x, z)-paths

P such that k′ ≥ k and w(P) ≥ d.

Proof. Apply Theorem 2.1 withL = NG(x) \ {z}, then the assertion is obvious. �

However, the following is false.

False statement.Let G be a k-connected weighted graph and X,Z ⊂ V(G). If dw
G(v) ≥ d for

all v ∈ V(G), then there exists a set of k disjoint(X,Z)-pathsP such that w(P) ≥ d.

Let G be a complete tripartite graphK1,t,t, wheret ≥ 2, letv be the vertex in the partite set of

cardinality 1, and letX andZ be the partite sets of cardinalityt. If we assign weightt/(2t−1)

to the edges incident tov and weight 1 to all the other edges, then the minimum weighted

degree ofG is 2t2/(2t − 1), while the maximum weight of the set ofk disjoint (X,Z)-paths is

t − 1+ 2 · t/(2t − 1) < 2t2/(2t − 1).



Chapter 3

Heavy cycles passing through some specified vertices in
2-connected weighted graphs

(This chapter is based on the paper [22].)

3.1 A Dirac-type condition for heavy cycles passing through two specified vertices

In 1989, Bondy and Fan began the study on the existence of heavy cycles in weighted graphs,

and proved the following.

Theorem 3.1 (Bondy and Fan [4]).Let G be a2-connected weighted graph and d a non-

negative real number. If dw(v) ≥ d for every vertex v in G, then either G contains a cycle of

weight at least2d or every heaviest cycle in G is a hamiltonian cycle.

And, in 2000, Zhang et al. proved that we can find a heavy cycle passing through a specified

vertex with the same conditions as in Theorem 3.1.

Theorem 3.2 (Zhang et al. [35]).Let G be a2-connected weighted graph and d a nonneg-

ative real number. If dw(v) ≥ d for every vertex v in G, then for every vertex y in G, either G

contains a cycle of weight at least2d containing y or every heaviest cycle in G is a hamilto-

nian cycle.

Theorems 3.1 and 3.2 are generalization of the following two theorems to weighted graphs,

respectively.

Theorem 3.3 (Dirac [8]). Let G be a2-connected graph and d an integer. If d(v) ≥ d for

every vertex v in G, then G contains either a cycle of length at least2d or a hamiltonian

cycle.

13
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Theorem 3.4 (Gr̈otschel [24]). Let G be a2-connected graph and d an integer. If d(v) ≥ d

for every vertex v in G, then for every vertex y in G, G contains either a cycle of length at

least2d containing y or a hamiltonian cycle.

First we give alternative short proofs of Theorems 3.1 and 3.2, using Theorem 2.1. From now

we use the following notation. LetC = v1v2 . . . vpv1 be a cycle with a fixed orientation. The

segmentvivi+1 · · · v j is denoted byC[vi , v j ] or viCvj. Let Rbe a tree or a path andu, v ∈ V(R)

with u , v, then there is only one (u, v)-path in R. This path is also denoted byR[u, v]

or uRv. WhenS is a cycle, a tree or a path, we denoteS[vi , v j ] − {vi}, S[vi , v j ] − {v j} and

S[vi , v j ] − {vi , v j} by S(vi , v j ], S[vi , v j) andS(vi , v j), respectively.

Proof of Theorem 3.1. Let G be a weighted graph satisfying the conditions of Theorem 3.1.

Assume that there exists a heaviest cycleC in G which is not a hamiltonian cycle andw(C) <

2d. Now take a vertexy ∈ V(G) − V(C). Then, from Theorem 2.1, we obtain a (y,C)-fan F

of width = p ≥ 2 and weight≥ d. Let F ∩C = {v1, v2, . . . , vp}, wherevi are in order around

C, and regard the indices as modulop. Then for all i with 1 ≤ i ≤ p, there exists a cycle

Ci = aiFai+1Cai, hence we havew(F[ai , ai+1]) ≤ w(C[ai , ai+1]) sinceC is a heaviest cycle in

G. Now w(C1) = w(F[a1, a2]) +
∑

2≤i≤p w(C[ai , ai+1]) ≥
∑p

i=1 w(F[ai , ai+1]) ≥ 2w(F) ≥ 2d,

contradicting thatC is a heaviest cycle inG. �

Proof of Theorem 3.2. Let G be a weighted graph satisfying the conditions of Theorem

3.2. Assume that there exists a heaviest cycleC in G which is not a hamiltonian cycle.

Then from Theorem 3.1,w(C) ≥ 2d. If y ∈ V(C), there is nothing to prove, so assume that

y < V(C). It follows from Theorem 2.1 that there is a (y,C)-fan F of width = p ≥ 2 and

weight≥ d. Now takeCi as in the proof of Theorem 3.1, then also we obtainw(F[ai , ai+1]) ≤

w(C[ai , ai+1]) for all i with 1 ≤ i ≤ p. Hencew(C1) = w(F[a1, a2]) +
∑

2≤i≤p w(C[ai , ai+1]) ≥
∑p

i=1 w(F[ai , ai+1]) ≥ 2w(F) ≥ 2d andC1 containsy, which is a required cycle. �

Next, we prove the following theorem.

Theorem 3.5. Let G be a2-connected weighted graph and d a nonnegative real number. If

dw(v) ≥ d for every vertex v in G, then for every two vertices y1 and y2 in G, either G contains

a cycle of weight at least2d containing y1 and y2 or every heaviest cycle in G is a hamiltonian

cycle.
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Theorem 3.5 is a generalization of Theorem 3.6 to weighted graphs.

Theorem 3.6 (Locke [28]).Let G be a2-connected graph and d an integer. If d(v) ≥ d for

every vertex v in G, then for every two vertices y1 and y2 in G, G contains either a cycle of

length at least2d containing y1 and y2 or a hamiltonian cycle.

Proof of Theorem 3.5. Let G be a weighted graph satisfying the conditions of Theorem 3.5.

If there is a heaviest cycle which is not a hamiltonian cycle, then Theorem 3.2 implies that

there exists a cycle of weight≥ 2d which contains eithery1 or y2. Let C be the heaviest

one among these cycles. Without loss of generality, we may assume thatC containsy1. If

y2 ∈ C, there is nothing to prove, so assume thaty2 < C. It follows from Theorem 2.1 that

there is a (y2,C)-fan F of width = p ≥ 2 and weight≥ d. Now takeCi as in the proof

of Theorem 3.1. Then, eachCi containsy2, hence we havew(F[ai , ai+1]) ≤ w(C[ai , ai+1])

sinceC is a heaviest cycle which contains eithery1 or y2. Now, sincep ≥ 2, there exists

an index j with 1 ≤ j ≤ p such thatV(C(aja j+1)) ∩ {y1} = ∅. ThenC j containsy1 andy2,

andw(C j) = w(F[aj , a j+1]) +
∑

1≤i≤p, i, j w(C[ai , ai+1]) ≥
∑p

i=1 w(F[ai , ai+1]) ≥ 2w(F) ≥ 2d,

henceC j is a required cycle. �

3.2 An Ore-type condition for heavy cycles passing through a specified vertex

The (weighted) degree condition we discussed in Section 3.1 is on every one vertex. In

this section, we consider another weighted degree condition, called theOre-typecondition,

the condition on the degree sum of every two non-adjacent vertices. The following result,

which was shown by several authors independently, gives a generalization of Theorem 3.3 in

unweighted graphs. For non-complete graphG, let

σ2(G) = min{d(u) + d(v) | u andv are nonadjacent},

and ifG is complete, letσ2(G) = ∞.

Theorem 3.7 (Bermond [2], Linial [27], Pósa [31]). Let G be a2-connected graph. Then

G contains either a cycle of length at leastσ2(G) or a hamiltonian cycle.

Enomoto [10] gave a further generalization of Theorem 3.7 as follows.

Theorem 3.8 (Enomoto [10]).Let G be a2-connected graph and y a vertex of G. Then G

contains either a cycle of length at leastσ2(G) containing y or a hamiltonian cycle.
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And, the following result is due to Bondy et al. [3], which is a weighted generalization of

Theorem 3.7. Similar to the notation ofσ2, we denote

σw
2 (G) = min{dw(u) + dw(v) | u andv are nonadjacent},

and ifG is complete, letσw
2 (G) = ∞.

Theorem 3.9 (Bondy et al. [3]).Let G be a2-connected weighted graph. Then G contains

either a cycle of weight at leastσw
2 (G) or a hamiltonian cycle.

In this section, we prove the following, which is a weighted generalization of Theorem

3.8. Clearly this also generalizes Theorem 3.9.

Theorem 3.10. Let G be a2-connected weighted graph and y a vertex of G. Then G contains

either a cycle of weight at leastσw
2 (G) containing y or a hamiltonian cycle.

Now we prepare a lemma which is used in the proof of Theorem 3.10. Modifying the proof

of Theorem 3.9, easily we can obtain the following. Let

δw(G−C) = min
v∈V(G)\V(C)

dw
G(v).

Lemma 3.11. If G is a2-connected weighted graph, then there is a cycle C of weight at least

max{σw
2 (G),2(σw

2 (G) − δw(G−C))} or a hamiltonian cycle.

In our proof of Lemma 3.11, we use the following theorem, which is another version of

Theorem 2.2.

Theorem 3.12 (Perfect [30]).Let G be a k-connected graph, X,Z be disjoint subsets of V(G)

such that|X|, |Z| ≥ k, and l be an integer with l< k. If P1 is a set of l(X,Z)-paths in G, then

there exists a set of k(X,Z)-pathsP2 such thatP1 ∩ (X ∪ Z) ⊂ P2 ∩ (X ∪ Z).

Proof of Lemma 3.11. Let P = u1u2 · · ·up be a heaviest path in all longest paths inG.

Let el = ul−1ul and e′l = u1ul for all ul ∈ N(u1), and fl = ulul+1 and f ′l = ulup for all

ul ∈ N(up). SupposeG is not hamiltonian. Then{ul | ul+1 ∈ N(u1)} ∩ N(up) = ∅ and so

{el | ul ∈ N(u1)} ∩ { fk | uk ∈ N(up)} = ∅ asP is longest. Because the weight ofP is at least the

weights of the pathsP− el + e′l andP− fl + f ′l , we havew(el) ≥ w(e′l ) andw( fl) ≥ w( f ′l ).

Let s= max{l | ul ∈ N(u1)} andt = min{l | ul ∈ N(up)}. If s> t, then there existui ∈ N(u1)

andu j ∈ N(up) such that neitheru1 nor up has neighbors inP(u j , ui) (See Figure 3.1). Then
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the cycleC = u1PujupPuiu1 contains every edge in:

{el | ul ∈ N(u1) \ ui} ∪ { fl | ul ∈ N(up) \ u j} ∪ {e
′
i , f
′
j } (3.1)

and soN(u1) ∪ N(up) ⊂ V(C). Therefore both ofdw(u1) anddw(up) are at leastσw
2 (G) −

δw(G−C) and the following inequalities hold because{el}l ∩ { fk}k = ∅.

w(C) ≥
∑

ul∈N(u1)\ui

w(el) + w(e′i ) +
∑

ul∈N(up)\uj

w( fl) + w( f ′j )

≥ dw(u1) + dw(up) ≥ max{σw
2 (G),2(σw

2 (G) − δw(G−C))}. (3.2)

If s= t, then there is a pathQ joiningui′ ∈ P(u1, us) andu j′ ∈ P(us, up) which is internally

disjoint toP asG is 2-connected. Leti = min{l > i′ | ul ∈ N(u1)} and j = max{l < j′ | ul ∈

N(up)} (See Figure 3.2). Then the cycleC = u1Pui′Quj′Pupu jPuiu1 contains every edge

in (3.1), and so the inequalities (3.2) hold.

Supposes < t. By Theorem 3.12, there are two vertex disjoint pathsQ1 andQ2 joining

P[u1, us] and P[ut, up] such thatus andut are ends ofQ1 or Q2, and both ofQ1 andQ2 are

internally disjoint toP[u1, us]∪P[ut , up]. Let {ui′ , us, ut, u j′} be the set of all the ends ofQ1 and

Q2 such thati′ < sand j′ > t. Let i = min{l > i′ | ul ∈ N(u1)} and j = max{l < j′ | ul ∈ N(up)}.

Then the cycle

C = P[u1, ui′ ] ∪ P[ui , us] ∪ P[ut, u j ] ∪ P[u j′ , up] ∪ Q1 ∪ Q2 ∪ {e
′
i , f
′
j }

contains every edge in (3.1), and thus the inequalities (3.2) hold. �

Now we are ready to prove Theorem 3.10.

Proof of Theorem 3.10.Assume thatG is not hamiltonian. Then by Lemma 3.11, there is

a cycleC of weight at least max{σw
2 (G),2(σw

2 (G) − δw(G − C))}. If y ∈ C, there is nothing

to prove, so assume thaty < C. Let d = δw(G − C). It follows from Theorem 2.1 that there

u1 uj ui up

Figure 3.1:

u1 ui′ ui us

Q

uj uj′ up

Figure 3.2:
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is a (y,C)-fan F of weight≥ d. Now takeCi as in the proof of Theorem 3.1. Then, eachCi

containsy and

k
∑

i=1

w(Ci) = (k− 1)w(C) + 2w(F)

≥ (k− 1)w(C) + 2d

= (k− 2)w(C) + w(C) + 2d

≥ (k− 2)σw
2 (G) + 2(σw

2 (G) − d) + 2d

= kσw
2 (G).

Hence one of them is a cycle of weight at leastσw
2 (G) containingy. �

Remark. Let δ(G) = minv∈V(G) d(v) andδw(G) = minv∈V(G) dw(v). Zhu [37] showed that

a 2-connected graphG contains a cycle of length at least 2(σ2(G) − δ(G)) or a hamiltonian

cycle. However, we can not give its weighted generalization. LetG be the complete bipartite

graphKk,k+1 with partite setV1 of orderk. Let u ∈ V1, and we assign weight zero to every

edge incident withu, and suppose other edges have weight one. Thenσw
2 (G) = k + 1 and

δw(G) = 0, and the weight of a heaviest cycle is 2k− 2 < 2(σw
2 (G) − δw(G)), thoughG is not

hamiltonian.



Chapter 4

Heavy cycles passing through some specified vertices in
3-connected weighted graphs

(This chapter is based on the paper [19].)

In Chapter 3, some theorems on heavy cycles passing through at most two vertices are shown.

What happens when the number of specified vertices becomes 3? In weighted graphs of

connectivity 2, there may be three vertices which cannot be contained in a common cycle.

Let Gi be a 2-connected graph withyi ∈ V(Gi) for i = 1, 2 and 3. Consider a graphG =

(G1 ∪G2 ∪G3) + K2, thenG is 2-connected and there exists no cycle containing all ofy1, y2

andy3. Hence, to obtain the similar result to Theorem 3.5, we must enlarge the connectivity

of the graphs. Now we prove that it is enough to enlarge the connectivity to 3, and no other

extra-condition is necessary.

Theorem 4.1. Let G be a3-connected weighted graph and let d be a nonnegative real num-

ber. If dw(v) ≥ d for every vertex v in G, then for any given three vertices y1, y2 and y3 in

G, either G has a cycle of weight at least2d containing all of y1, y2 and y3 or every heaviest

cycle in G is a hamiltonian cycle.

Theorem 4.1 is a weighted generalization of the following theorem in case ofk = 3.

Theorem 4.2 (Egawa, Glas and Locke [9]).Let G be a k-connected graph where k≥ 2,

and let d be an integer. If d(v) ≥ d for every vertex v in G, then for any given vertex set Y

with |Y| = k, there exists either a cycle of length at least2d containing all the vertices of Y or

a hamiltonian cycle.

In our proof of Theorem 4.1, we call a cycle anl-cycle if it contains at leastl vertices of

{y1, y2, y3}, where 1≤ l ≤ 3.

19
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Proof of Theorem 4.1. Assume the contrary. Then, by Theorem 3.5, there exists a 2-cycle

of weight at least 2d. LetC be a heaviest one among these cycles. Without loss of generality,

we may assume thatC containsy1 andy2. Sincew(C) ≥ 2d, y3 < V(C). By Theorem 2.1, we

can find a (y3,C)-fan F of width k(G; y3,C) ≥ 3 and weight at leastd. Let V(C) ∩ V(F) =

{a1, a2, . . . , ap} (p ≥ 3). We may assumea1, a2, . . . , ap appear in the consecutive order along

C.

Claim 1. There exists an index l with1 ≤ l ≤ p such that{y1, y2} ⊆ C(al , al+1).

Proof. Assume the contrary. Then for alli with 1 ≤ i ≤ p, the cycleaiFai+1Cai is a 2-cycle,

hencew(F[aiai+1]) ≤ w(C[aiai+1]). Now, sincep ≥ 3, there existsj with 1 ≤ j ≤ p such that

V(C(aja j+1)) ∩ {y1, y2, y3} = ∅. HenceC′ = a jFa j+1Caj is a 3-cycle and

w(C′) = w(F[aj , a j+1]) +
∑

1≤i≤p, i, j

w(C[ai , ai+1])

≥

p
∑

i=1

w(F[ai , ai+1])

≥ 2w(F)

≥ 2d,

which is a contradiction. �

Note that Claim 1 holds for every (y3,C)-fan F of width k(G; y,C) and weight at leastd.

Now, among such fans, takeF1 such thatC[vl , vl+1] is as short as possible. Without loss of

generality, we may assume thatl = p andap, y1, y2, a1 appear in the consecutive order along

C. Note thatw(F1[ai , ai+1]) ≤ w(C[ai , ai+1]) for all i with 1 ≤ i ≤ p − 1, because the cycle

aiF1ai+1Cai is a 2-cycle.

Claim 2. C[a1, ap] separates y3 from {y1, y2}.

Proof. Let H be ay3-component ofG − C. Assume that there existsv ∈ C(ap, a1) ∩ N(H).

Let P be a (v,F1)-path inG[V(H) ∪ {v}] andV(P) ∩ V(F1) = {v′}. Then, there existsj with

1 ≤ j ≤ p such thatv′ < F1(y3, a j ]. Now F′ = a jF1v′Pv is a (y3,C)-fan, hence Theorem

2.1 shows that there exists a (y3,C)-fan of widthk(G; y3,C) and weight≥ d which contains

v anda j . By Claim 1, we havev < C[y1, y2]. Without loss of generality, we may assume

v ∈ C[y2, a1). Now we havev′ ∈ F1[y,ap], for otherwise Theorem 2.1 shows that there exists
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Figure 4.1:

a (y3,C)-fan F′ of width k(G; y3,C) and weight≥ d such thatv,ap ∈ F′, which contradicts

the choice ofF1.

Sincep = k(G; y3,C), there exists a vertex setX in V(H)∪NC(H) \ {y3} such that|X| = p

and X separatesy3 from C. Note that there is one vertex ofF[ai , y3] ∩ X for eachi with

1 ≤ i ≤ p. Let xi be such a vertex. SinceX separatesy3 from C, we havexp ∈ F[v′, y3].

Now Theorem 2.1 shows the existence of (y3,X)-fan F∗ of width k(G; y3,X) = p and

w(F∗) ≥ d (See Figure 4.1). We havew(C[ai , ai+1]) ≥ w(F∗[xi , xi+1]) for every i with 1 ≤

i ≤ p − 1, since otherwiseaiF1xiF∗xi+1F1ai+1Cai is a 2-cycle heavier thanC. Let C′ =

vPv′F1xpF∗x1F1a1Cv. ThenC′ is a 3-cycle and

w(C′) = w(vPv′F1xpF∗y3) + w(y3F∗x1F1a1)

+

p−1
∑

i=1

w(C[ai , ai+1]) + w(C[ap, v])

≥ w(xpF∗y3) + w(y3F∗x1) +
p−1
∑

i=1

w(F∗[xi , xi+1])

≥ 2w(F∗)

≥ 2d,



22 Chapter 4

which is a contradiction. Hence we haveNC(H) ⊆ C[a1, ap], which implies the assertion.�

Claim 3. w(C[ap, a1]) < w(F1[ap, a1]).

Proof. Let C′ = a1F1a2Ca1. Sincew(C′) is a 3-cycle,w(C′) < 2d. Hence

w(C[ap, a1]) = w(C′) − (w(F1[a1, a2]) + w(C[a2, ap]))

< 2d − (w(F1[a1, a2]) +
p−1
∑

i=2

w(F1[ai , ai+1]))

= 2d − (2w(F1) − w(F1[ap, a1]))

≤ w(F1[ap, a1]).

�

Claim 4. For any2-cycle D, w(D) < w(C[a1, ap]) + w(F1[ap, a1]).

Proof. Claim 3 showsw(C) < w(C[a1, ap]) + w(F1[ap, a1]). By the choice ofC, we have

w(D) ≤ w(C), which implies the assertion. �

Claim 5. Let v1, v2 be two vertices in C[a1, ap] such that a1, v1, v2, ap appear in the consec-

utive order along C. If P is a(v1, v2)-path which is internally disjoint with C[a1, ap] and

V(P) ∩ {y1, y2} , ∅, then w(P) ≤ w(C[v1, v2]).

Proof. LetC′ = v1Pv2CapF1a1Cv1. SinceC′ is a 2-cycle, by Claim 4,w(C′) < w(C[a1, ap])+

w(F1[ap, a1]). Hencew(P) ≤ w(C[v1, v2]). �

Claim 6. Let v1, v2 be two vertices in C[a1, ap] such that a1, v1, v2, ap appear in the con-

secutive order along C. Let P be a(v1, v2)-path which is internally disjoint with C with

{y1, y2} ⊂ V(P), and P′ = v2CapFa1Cv1. Then w(P) < w(P′).

Proof. Let C′ = v1Cv2Pv1, thenC′ is a 2-cycle. Hence Claim 4 shows thatw(C′) <

w(C[a1, ap]) + w(F1[ap, a1]), which implies the assertion. �

Note thatC[ap, a1] is a (y1,C[a1, ap])-fan which includesa1 andap. Hence, by Theorem 2.1,

there exists a (y1,C[a1, ap])-fan F2 such thatw(F2) ≥ d anda1, ap ∈ F2. Note that Claim 2

implies thatV(F1) ∩ V(F2) ⊆ C[a1, ap].

Case 1. w(F1[a1, ap]) ≤ w(F2[a1, ap]).

Let P be a path which satisfies the followings;
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• P is an (a1, ap)-path which is internally disjoint withF1 ∪C[a1, ap], and

• V(P) ∩ {y1, y2} , ∅.

We may assume that such a pathP was chosen so thatw(P) is as large as possible, and

without loss of generality, we may also assume thaty1 ∈ V(P). Let C′ = a1F1a2CapPa1.

Theny1, y3 ∈ C′ and

w(C′) = w(F1[a1, a2]) + w(C[a2, ap]) + w(P)

≥ w(F1[a1, a2]) +
p−1
∑

i=2

w(F1[ai , ai+1]) + w(P)

≥ 2w(F1) − w(F1[a1, ap]) + w(F2[ap, a1])

≥ 2w(F1)

≥ 2d,

hencey2 < P. SinceC[y1, y2] is a path disjoint withC[a1, ap], Theorem 2.1 shows the exis-

tence of (y2,P∪ C[a1, ap])-fan F3 of weight at leastd, width at least 3 andF3 ∩ P , ∅. By

symmetry, we may assume thatF3∩P(a1, y1] , ∅. Note that Claim 2 impliesV(F1)∩V(F3) ⊆

C[a1, ap]. And if there exists two distinct verticesu, v ∈ P ∩ F3, then by the choice ofP,

w(P[u, v]) ≥ w(F3[u, v]). Now we assume thatP has the orientation froma1 to ap.

Case 1.1. F3 ∩C(a1, ap) , ∅.

LetC[a1, ap)∩F3 = {b1, b2, . . . , bl} andP(a1, ap]∩F3 = {bl+1, bl+2, . . . , bm}. We may assume

b1, b2, . . . , bl andbl+1, bl+2, . . . , bm appear in the consecutive order alongC andP, respec-

tively (See Figure 4.2). Now we consider three pathsP1 = b1CblF3y2, P2 = y2F3bl+1Pap

andP3 = apF1a1Cb1. Then by Claim 5,

w(P1) =
l−1
∑

i=1

w(C[bi , bi+1]) + w(F3[bl , y2])

≥

l−1
∑

i=1

w(F3[bi , bi+1]) + w(F3[bl , y2])

=

l
∑

i=1

2w(F3[bi , y2]) − w(F3[b1, y2]),
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and by the maximality ofP,

w(P2) ≥ w(F3[y2, bl+1]) +
m−1
∑

i=l+1

w(P[bi , bi+1])

≥ w(F3[y2, bl+1]) +
m−1
∑

i=l+1

w(F3[bi , bi+1])

=

m
∑

i=l+1

2w(F3[bi , y2]) − w(F3[bm, y2]).

Moreover, letP′ = b1F3y2P2ap. Theny1, y2 ∈ P′, hence by Claim 6,

w(P3) ≥ w(P′)

≥ w(F3[b1, y2]) + w(P2)

≥ w(F3[b1, y2]) + w(F3[bm, y2]).
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Now b1P1y2P2apP3b1 is a 3-cycle of weight

w(P1) + w(P2) + w(P3) ≥
l

∑

i=1

2w(F3[bi , y2]) − w(F3[b1, y2])

+

m
∑

i=l+1

2w(F3[bi , y2]) − w(F3[bm, y2])

+w(F3[b1, y2]) + w(F3[bm, y2])

= 2w(F3)

≥ 2d,

a contradiction. �

Case 1.2. F3 ∩C(a1, ap) = ∅.

Let P∩F3 = {b1, b2, . . . , bm}. We may assumeb1, b2, . . . , bm appear in the consecutive order

alongP. Sincem ≥ 3, there existsl with 1 ≤ l ≤ m− 1 such thaty1 < P(bl , bl+1). Now we

consider two pathsP1 = a1PblF3bl+1Pap andP2 = a1F1a2Cap. Then

w(P1) ≥
∑

1≤i≤m−1, i,l

w(P[bi , bi+1]) + w(F3[bl , bl+1])

≥
∑

1≤i≤m−1, i,l

w(F3[bi , bi+1]) + w(F3[bl , bl+1])

≥ w(F3)

≥ d

and

w(P2) ≥ w(F1[a1, a2]) +
p−1
∑

i=2

w(C[ai , ai+1])

≥ w(F1[a1, a2]) +
p−1
∑

i=2

w(F1[ai , ai+1])

≥ w(F1)

≥ d.

Hencea1P1apP2a1 is a 3-cycle of weightw(P1) + w(P2) ≥ 2d, which is a contradiction. �

Case 2. w(F1[a1, ap]) > w(F2[a1, ap]).



26 Chapter 4

Let V(C[a1, ap]) ∩V(F2) = {a′1, a
′
2, . . . , a

′
q}. We may assume thata′1, a

′
2, . . . , a

′
q appear in the

consecutive order alongC. Note thata′1 = a1 anda′q = ap. Now let P = a′1F2a′2Cap and

consider a cycleC′ = a′1PapF1a1. Then by Claim 5,

w(C′) = w(F2[a′1, a
′
2]) + w(C[a′2, ap]) + w(F1[ap, a1])

≥ w(F2[a′1, a
′
2]) +

q−1
∑

i=2

w(F2[a′i , a
′
i+1]) + w(F1[ap, a1])

≥ 2w(F2) − w(F2[a′1, a
′
p]) + w(F1[ap, a1])

≥ 2w(F2)

= 2d.

Now let Q be an (a1, ap)-path such thatQ = Q1 ∪ Q2, where

• Q1 is an (a1, t)-path witht ∈ C(a1, ap], which is internally disjoint withF1 ∪C[a1, ap]

andQ1 ∩ {y1, y2} , ∅, and

• Q2 = C[t, ap].

Note that suchQ exists sinceP satisfies the above conditions. TakeQ so thatw(Q) is as

large as possible, and assume thatQ has an orientation froma1 to ap. Now consider a cycle

C∗ = a1QapF1a1, thenw(C∗) ≥ w(C′) ≥ 2d andy3 ∈ C∗. Hence{y1, y2} * V(Q). Without

loss of generality, we may assume thaty1 ∈ Q andy2 < Q. SinceC[y1, y2] is a path disjoint

with C[a1, ap], Theorem 2.1 shows that there exists a (y2,Q ∪ C[a1, t])-fan F4 of weight at

leastd, width at least 3 andF4 ∩ Q(a1, t) , ∅.

Now assume that there exists a vertexs1 ∈ F4∩C(a1, t). If there existss2 ∈ F4∩Q(a1, y1],

thenC̃ = a1Cs1F4s2QapF1a1 is a 3-cycle and, by Claim 5,

w(C̃) = w(C[a1, s1]) + w(F4[s1, s2]) + w(Q[s2, t])

+w(Q[t, ap]) + w(F1[ap, a1])

≥ w(Q[a1, s2]) + w(F4[s2, s1]) + w(F4[s1, s2])

+w(Q[s2, t]) + w(Q[t, ap]) + w(F1[ap, a1])

≥ w(Q) + w(F1[ap, a1])

≥ w(C∗)

≥ 2d,
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which is a contradiction. Otherwise, there existss2 ∈ F4∩Q(y1, t). ThenĈ = a1Qs2F4s1CapF1a1

is a 3-cycle and Claim 5 implies that

w(Ĉ) = w(Q[a1, s2]) + w(F4[s2, s1]) + w(C[s1, ap]) + w(F1[ap, a1])

≥ w(Q[a1, s2]) + w(F4[s2, s1]) + w(F4[s1, s2])

+w(Q[s2, t]) + w(Q[t, ap]) + w(F1[ap, a1])

≥ w(Q) + w(F1[ap, a1])

≥ w(C∗)

≥ 2d,

which is a contradiction. Hence we haveF4∩C(a1, t) = ∅, which showsF4∩ (Q∪C[a1, t]) ⊆

Q.

Let F4 ∩ Q = {b1, b2, . . . , bm}. We may assume thatb1, b2, . . . , bm appear in the con-

secutive order alongQ. It follows from the choice ofQ and Claim 5 thatw(Q[bi , b j ]) ≥

w(F4[bi , b j ]) for every i, j with 1 ≤ i < j ≤ m.

Case 2.1. F4 ∩ Q(t, ap] = ∅.
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Sincem ≥ 3, there existsl with 1 ≤ l ≤ m− 1 such thaty1 < Q(bl , bl+1) (See Figure 4.3).

Now consider two pathsQ1 = a1QblF4bl+1Qt andQ2 = tQapF1a1. Then

w(Q1) ≥
∑

1≤i≤m−1, i,l

w(Q[bi , bi+1]) + w(F4[bl , bl+1])

≥
∑

1≤i≤m−1, i,l

w(F4[bi , bi+1]) + w(F4[bl , bl+1])

≥ w(F4)

≥ d.

And, by Claim 6 and the fact thaty1, y2 ∈ Q1,

w(Q2) ≥ w(Q1) ≥ d.

Hencea1Q1tQ2a1 is a 3-cycle of weightw(Q1) + w(Q2) ≥ 2d, which is a contradiction. �

Case 2.2. F4 ∩ Q(t, ap] , ∅ andP[y1, t) ∩ F4 , ∅.

Let bl ∈ Q[y1, t) ∩ F4 and consider three pathsQ1 = a1Qbm−1F4bm, Q2 = a1QblF4bm and

Q3 = bmQapF1a1 (See Figure 4.4). Note that both ofQ1,Q2 containsy1 andy2. Now we
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have

w(Q1) ≥
m−2
∑

i=1

w(Q[bi , bi+1]) + w(F4[bm−1, bm])

≥

m−2
∑

i=1

w(F4[bi , bi+1]) + w(F4[bm−1, bm])

≥ 2w(F4) − w(F4[b1, bm])

and

w(Q2) ≥
l−1
∑

i=1

w(Q[bi , bi+1]) + w(F4[bl , bm])

≥

l−1
∑

i=1

w(F4[bi , bi+1]) + w(F4[bl , bm])

≥ w(F4[b1, bm]).

Moreover, by Claim 6, we havew(Q3) ≥ w(Q2). Hencea1Q1bmQ3a1 is a 3-cycle of weight

w(Q1) + w(Q2) ≥ 2w(F4) ≥ 2d, a contradiction. �

Case 2.3. F4 ∩ Q(t, ap] , ∅ andP[y1, t) ∩ F4 = ∅.

Note thatQ(a1, y1) ∩ F4 , ∅ in this case. Letl, l′ be integers with 1≤ l, l′ ≤ m such that

bl ∈ Q(a1, y1], bl+1 < Q(a1, y1], bl′ ∈ Q(t, ap] and bl′−1 < Q(t, ap) (See Figure 4.5). Now

consider three cyclesC1 = a1CtQblF4bl′QapF1a1, C2 = b1QbmF4b1 andC3 = a1CapF1a1.

Note thatC1 is a 3-cycle andC2 is a 2-cycle. By Claim 4, we havew(C2) ≤ w(C3). Hence,

w(C1) ≥ w(C1) + w(C2) − w(C3)

= w(C[a1, t]) + w(Q[t, bl ]) + w(F4[bl , bl′ ]) + w(Q[bl′ , ap]) + w(F1[ap, a1])

+w(Q[b1, bm]) + w(F4[bm, b1]) − w(C[a1, ap]) − w(F1[ap, a1])

= w(C[a1, t]) + w(Q[t, bl ]) + w(F4[bl , bl′ ]) + w(Q[bl′ , ap]) + w(F1[ap, a1])

+w(Q[b1, bl ]) + w(Q[bl , t]) + w(Q[t, bl′ ]) + w(Q[bl′ , bm]) + w(F4[bm, b1])

−w(C[a1, t]) − w(C[t, bl′ ]) − w(C[bl′ , ap]) − w(F1[ap, a1])

= w(Q[t, bl ]) + w(F4[bl , bl′ ]) + w(Q[b1, bl ]) + w(Q[bl , t]) + w(Q[bl′ , bm])

+w(F4[bm, b1])

= w(Q[b1, bl ]) + w(F4[b1, bl ]) + 2w(Q[bl , t]) + w(Q[bl′ , bm]) + w(F4[bl′ , bm]).
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In case oft < F4, l′ = l + 1. Hence,

w(Q[b1, bl ]) + w(F4[b1, bl ]) + 2w(Q[bl , t]) + w(Q[bl′ , bm]) + w(F4[bl′ , bm])

≥

l−1
∑

i=1

w(F4[bi , bi+1]) + w(F4[b1, bl ]) +
m−1
∑

i=l+1

w(F4[bi , bi+1]) + w(F4[bl+1, bm])

≥ 2w(F4)

≥ 2d,

a contradiction. Otherwise,l′ = l + 2 andt = bl+1. Hence,

w(Q[b1, bl ]) + w(F4[b1, bl ]) + 2w(Q[bl , t]) + w(Q[bl′ , bm]) + w(F4[bl′ , bm])

≥

l−1
∑

i=1

w(F4[bi , bi+1]) + w(F4[b1, bl ]) + 2w(F4[bl , bl+1])

+

m−1
∑

i=l+2

w(F4[bi , bi+1]) + w(F4[bl+2, bm])

≥ 2w(F4)

≥ 2d,

a contradiction. This completes the proof of Theorem 4.1.
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Heavy cycles in triangle-free weighted graphs

(This chapter is based on the paper [20].)

Again, Bondy and Fan proved the following theorem in [4].

Theorem 5.1 (Bondy and Fan [4]).Let G be a2-connected weighted graph and let d be a

nonnegative real number. If dw(v) ≥ d for every vertex v in G, then

(a) G has a cycle of weight at least2d, or

(b) every heaviest cycle in G is a hamiltonian cycle.

If we consider the weighted complete graph in which every edge has weight 1, we know that

conclusion (b) of Theorem 5.1 cannot be dropped. However, there are a lot of graphs in which

both (a) and (b) of Theorem 5.1 hold. In such weighted graphs, though it contains a cycle

of weight at least 2d, we cannot guarantee the weight of a heaviest cycle of a graph by this

theorem. In this chapter, we prove the following theorem, by which we can always find a

heavy cycle. Atriangle-freegraph is one which contains no cycle of length 3.

Theorem 5.2. Let G be a2-connected triangle-free weighted graph and let d be a nonnega-

tive real number. If dw(v) ≥ d for every vertex v in G, then G has a cycle of weight at least

2d.

In our proof of Theorem 5.2, we call a pathP a longest heaviest pathof G if

(i) w(P) is maximum, and

(ii) P is a longest path ofG subject to (i).

Now we prepare the following lemma.

31
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Lemma 5.3. Let G be a weighted graph and let P be a longest heaviest path of G with

endvertices x and y. Assume that

d(x) + d(y) − ε(xy) ≤ |E(P)|,

where

ε(xy) =



















0 if xy < E(G)

1 if xy ∈ E(G).

Then

• if xy < E(G), then P has weight at least dw
G(x) + dw

G(y), and

• if xy ∈ E(G), then the cycle xPyx has weight at least dw
G(x) + dw

G(y).

Proof. Let P = a1a2 . . . ap be a longest heaviest path ofG wherea1 = x andap = y. Then we

haveN(a1) ⊆ V(P) andN(ap) ⊆ V(P). Let

• N1 = {ai | ai ∈ NG(a1), ai−1 < NG−a1(ap)},

• N2 = {ai | ai ∈ NG(a1), ai−1 ∈ NG−a1(ap)},

• N3 = {ai | ai ∈ NG−a1(ap), ai+1 < NG(a1)} and

• N4 = {ai | ai ∈ NG−a1(ap), ai+1 ∈ NG(a1)}.

Moreover, let

E1 = {a1v | v ∈ N1}, E2 = {a1v | v ∈ N2}, E3 = {vap | v ∈ N3} andE4 = {vap | v ∈ N4}.

Now we define a mappingϕ1 of
⋃3

i=1 Ei to E(P) such that

• for e= a1ai ∈ E1 ∪ E2, ϕ1(e) = ai−1ai and

• for e= aiap ∈ E3, ϕ1(e) = aiai+1,

and letFi = {ϕ1(e) | e∈ Ei} for i = 1,2,3. Now it is easy to see thatF1 ∩ F2 = ∅. And by the

definition ofE3, ai+1 < N(a1) if aiap ∈ E3, henceF1, F2 andF3 are disjoint.
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It follows from the factd(x) + d(y) − ε(xy) ≤ |E(P)| that

3
∑

i=1

|Fi | = |E1| + |E2| + |E3|

= |N1| + |N2| + |N3|

= |N(a1)| + |N(ap) \ {a1}| − |N4|

≤ |E(P)| − |N4|

= |E(P)| − |E4|.

Thus |E(P) \
⋃3

i=1 Fi | ≥ |E4|. Let ϕ2 be an injection ofE4 to E(P) \
⋃3

i=1 Fi and letF4 =

{ϕ2(e) | e ∈ E4}. Note thatF1, F2, F3 andF4 are disjoint.

Assume thata1ai ∈ E1 andQ1 = ai−1ai−2 . . .a1aiai+1 . . . ap. Then, sincew(Q1) ≤ w(P),

w(a1ai) ≤ w(ϕ1(a1ai)). By the similar argument as above, we havew(e) ≤ w(ϕ1(e)) for

all e ∈ E1 ∪ E3. Supposea j ∈ N2. Then we havea j−1ap ∈ E4. Let C be a cycle

a ja1a2 . . .a j−1apap−1 . . . a j ande = ϕ2(aj−1ap). Sincee ∈ E(C), Q2 = C − {e} is a path

in G. Then it follows from the factw(Q2) ≤ w(P) thatw(a1a j) + w(a j−1ap) ≤ w(ϕ1(a1a j)) +

w(ϕ2(aj−1ap)) for all a j ∈ N2. Therefore, ifa1ap < E(G),

dw(a1) + dw(ap) =
∑

v∈N1

w(a1v) +
∑

v∈N2

w(a1v) +
∑

v∈N3

w(vap) +
∑

v∈N4

w(vap)

=

∑

e∈E1

w(e) +
∑

e∈E3

w(e) +
∑

aj∈N2

(w(a1a j) + w(a j−1ap))

≤
∑

e∈F1

w(e) +
∑

e∈F3

w(e) +
∑

e∈F2

w(e) +
∑

e∈F4

w(e)

≤ w(P),

which implies the assertion. And in case ofa1ap ∈ E(G),

dw(a1) + dw(ap) =
∑

v∈N1

w(a1v) +
∑

v∈N2

w(a1v) +
∑

v∈N3

w(vap) +
∑

v∈N4

w(vap) + w(a1ap)

=

∑

e∈E1

w(e) +
∑

e∈E3

w(e) +
∑

aj∈N2

(w(a1a j) + w(a j−1ap)) + w(a1ap)

≤
∑

e∈F1

w(e) +
∑

e∈F3

w(e) +
∑

e∈F2

w(e) +
∑

e∈F4

w(e) + w(a1ap)

≤ w(P) + w(a1ap).

Hence the cyclea1Papa1 has weight at leastdw(a1) + dw(ap), which implies the assertion.�

Now we prove Theorem 5.2 by using Lemma 5.3 and the following lemma.
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Lemma 5.4 (Bondy and Fan [5]). Let G be a2-connected weighted graph and let P be a

heaviest path in G with endvertices x and y. Then there exists a cycle C in G such that

w(C) > w(P) or w(C) ≥ dw(x) + dw(y).

Proof of Theorem 5.2. Let P be a longest heaviest path inG, and letx, y be endvertices of

P. SinceG is triangle-free andN(x),N(y) ⊆ V(P), |N(x)| ≤ |V(P)|/2 and|N(y)| ≤ |V(P)|/2.

Moreover, ifxy < E(G), |N(x)| ≤ (|V(P)| − 1)/2 and|N(y)| ≤ (|V(P)| − 1)/2. Hence, whether

x andy are adjacent or not, we haved(x) + d(y) − ε(xy) ≤ |E(P)|. In case ofxy ∈ E(G),

Lemma 5.3 implies the existence of a cycle of weight at leastdw(x) + dw(y) ≥ 2d, which

is a required cycle. Thus we may assumexy < E(G), then Lemma 5.3 implies thatw(P) ≥

dw(x)+dw(y) ≥ 2d. Now it follows from Lemma 5.4 that there exists a cycleC in G such that

w(C) > w(P) ≥ 2d or w(C) ≥ dw(x) + dw(y) ≥ 2d, which is a required cycle. �
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Claw conditions for heavy cycles in weighted graphs

(This chapter is based on the paper [18].)

6.1 Fan-type condition and Claw conditions

About the existence of long cycles in unweighted graphs, Fan introduced weaker degree con-

dition than Ore-type one. Thedistanceof two verticesu andv is a minimal length of (u, v)-

paths (if there is no such path, then we define the distance as∞), and we will denote it by

d(u, v). Fan’s theorem is the following.

Theorem 6.1 (Fan [16]). Let G be a2-connected graph. Ifmax{d(u),d(v)} ≥ c/2 for each

pair of vertices u and v in V(G) such that d(u, v) = 2, then G contains either a hamiltonian

cycle or a cycle of length at least c.

And, Theorem 6.1 is weakened as the following theorem. We call the graphK1,3 a claw, and

the graphK1,3 + e (e is an edge) amodified claw. A modified claw can also be described as

the graph obtained by joining a pendant edge to some vertex of aK3.

Theorem 6.2 (Bedrossian et al. [1]).Let G be a2-connected graph. Ifmax{d(u),d(v)} ≥

c/2 for each pair of non-adjacent vertices u and v, which are vertices of an induced claw of

G or an induced modified claw of G, then G contains either a hamiltonian cycle or a cycle of

length at least c.

In this chapter, we discuss about two weighted degree conditions of the same type as

above two theorems. To extend Theorem 6.1 to the weighted graphs, the following problem

may naturally be considered.

Problem 6.3. Let G be a2-connected weighted graph. Ifmax{dw(u),dw(v)} ≥ c/2 for each

pair of vertices u and v in V(G) such that d(u, v) = 2, does G contain either a hamiltonian

cycle or a cycle of weight at least c?
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However, in [34], Zhang et al. gave the negative answer to Problem 6.3, and alternatively they

suggested the following problem.

Problem 6.4. Let G be a3-connected weighted graph. Ifmax{dw(u),dw(v)} ≥ c/2 for each

pair of vertices u and v in V(G) such that d(u, v) = 2, does G contain either a hamiltonian

cycle or a cycle of weight at least c?

Enomoto [11] proved that the answer to Problem 6.4 is also negative, even if we enlarge

the connectivity ofG more than 3. Letk, l andm be integers satisfyingk ≥ 3, l ≥ k + 1,

m > k2 − k andkl − 1 ≥ m. Let Vx = {xi | 1 ≤ i ≤ k}, Vy = {yi, j | 1 ≤ i ≤ l, 1 ≤ j ≤ k},

Vz = {zi, j | 1 ≤ i ≤ l, 1 ≤ j ≤ m}, Ex = {uv | u, v ∈ Vx}, Exy = {uv | u ∈ Vx and v∈ Vy}, Eyz =

{yi, jzi, j′ | 1 ≤ i ≤ l, 1 ≤ j ≤ k, 1 ≤ j′ ≤ m}, andEz = {zi, jzi, j′ | 1 ≤ i ≤ l, 1 ≤ j < j′ ≤ m}.

Now we consider a graphG with V(G) = Vx ∪Vy∪ Vz andE(G) = Ex ∪ Exy∪ Eyz∪ Ez, then

G is a k-connected non-hamiltonian graph (See Figure 6.1). However, if we assign weight

r > 0 to the edges inEx ∪ Exy∪ Eyz and weight 0 to the edges inEz, G satisfies the condition

of Problem 6.4 withc = (m+ k) · r, though the weight of a heaviest cycle ofG is 2k2 · r < 2c.

Vx

x1 x2 xk

· · · Kk

Vy

y1,1 y1,k

· · ·
Kk

y2,1 y2,k

· · ·
Kk

· · ·
yl,1 yl,k

· · ·
Kk

Vz · · ·

z1,1 z1,m

Km

· · ·

z2,1 z2,m

Km

· · · · · ·

zl,1 zl,m

Km

+

+ + +

Figure 6.1:

Hence, to obtain a positive consequence to Problem 6.3, it is no use to add the condition

of the connectivity of graphs, and we must add the other condition. In [34], the following

theorem is shown.
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Theorem 6.5 (Zhang et al. [34]).Let G be a2-connected weighted graph which satisfies the

following conditions:

(1) max{dw(u),dw(v)} ≥ c/2 for each pair of vertices u and v in V(G) such that d(u, v) = 2.

(2) w(xz) = w(yz) for every vertex z∈ N(x) ∩ N(y) with d(x, y) = 2.

(3) In every triangle T of G, either all edges of T have different weights or all edges of T

have the same weight.

Then G contains either a hamiltonian cycle or a cycle of weight at least c.

Also it is shown that neither of the conditions (2) nor (3) of Theorem 6.5 can be dropped. The

aim of this chapter is to obtain a more general result for larger classes of weighted graphs,

extending Theorem 6.2 to weighted graphs. Corresponding to the conditions of Theorem 6.5,

we consider the following conditions, which are said to be Claw Conditions, for a weighted

graphG.

(CC1) For each induced claw and each induced modified claw ofG, all its non-adjacent pairs

of verticesx andy satisfy max{dw(x),dw(y)} ≥ c/2.

(CC2) For each induced claw and each induced modified claw ofG, all of its edges have the

same weight.

Then we can prove the following theorem.

Theorem 6.6. Let G be a2-connected weighted graph which satisfies Claw Conditions (CC1)

and (CC2). Then G contains either a hamiltonian cycle or a cycle of weight at least c.

Note that if a graph satisfies the condition (1) of Theorem 6.5, it satisfies (CC1). Also, if

a graph satisfies the conditions (2) and (3) of Theorem 6.5, it satisfies (CC2). Thus, Theorem

6.6 weakened the conditions of Theorem 6.5. An example is shown in Figure 6.2. LetH be

a complete graph withl ≥ 2 vertices such that all edges inH have the same weightr1, and

u, v ∈ V(H). Now make a new graphG addingm paths of length 3{usi tiv | 1 ≤ i ≤ m} to H

and assigning weightr1 to the edges in{usi | 1 ≤ i ≤ m} ∪ {tiv | 1 ≤ i ≤ m}, weightr2 , r1

to the edges in{si ti | 1 ≤ i ≤ m}. ThenG does not satisfy the condition (2) of Theorem 6.5,

althoughG satisfies the condition (CC2) of Theorem 6.6.
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Kl

u v

s1 t1 s2 t2
· · ·

sm tm

Figure 6.2:

(CC2) in Theorem 6.6 cannot be dropped even in the sense of only claw or only modified

claw. The examples are shown in Figures 6.3 and 6.4. In both graphs, we definew(v4v5) =

w(v5v6) = w(v7v8) = w(v8v9) = 4, and definew(e) = 5 for all the other edges and let

c = 38. Then, the resulting weighted graph in Figure 6.3 satisfies (CC1), and for each

induced modified claw, all of its edges have the same weight. But, this graph does not contain

a hamiltonian cycle and the weight of its heaviest cycle is 36< c. Similarly, the weighted

graph in Figure 6.4 satisfies (CC1), and for each induced claw, all of its edges have the same

weight. But, this graph also does not contain a hamiltonian cycle and the weight of its heaviest

cycle is 36< c.

In the proof of Theorem 6.6, we call a pathP a heaviest longest pathif P satisfies the

followings;

(a) P is a longest path ofG, and

(b) w(P) is maximum, subject to (a).

v1

v2 v3

v4

v5

v6 v7

v8

v9

Figure 6.3:
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Figure 6.4:



Claw conditions for heavy cycles in weighted graphs 39

6.2 Key Lemma

In our proof of Theorem 6.6, the following lemma is essential.

Lemma 6.7. Let G be a non-hamiltonian2-connected weighted graph satisfying Claw Con-

ditions (CC1) and (CC2). Suppose that v is an end vertex of a heaviest longest path in G.

Then, there exists a heaviest longest path with an end vertex v such that the other end vertex

has weighted degree at least c/2.

We prove this lemma in the next section. Theorem 6.6 can be proved by combining Lemma

6.7 and the following lemma. The proof of the lemma is implicit in [34] (Case 2 in the proof

of Theorem 1). See also [3, Lemma 5] and Lemma 5.4 [5, Lemma 2.1].

Lemma 6.8. Let G be a non-hamiltonian2-connected weighted graph and P= v1v2 · · · vp be

a heaviest longest path in G. Then there is a cycle C in G of weight w(C) ≥ dw(v1) + dw(vp).

�

Proof of Theorem 6.6. Suppose thatG does not contain a hamiltonian cycle. By using

Lemma 6.7 twice, we obtain a heaviest longest path with both end vertices having weighted

degree≥ c/2. Then by Lemma 6.8, we can find a cycle of weight at leastc. �

6.3 Proof of Lemma 6.7

Before proving Lemma 6.7, we prepare the following lemmas.

Lemma 6.9. Let G be a weighted graph satisfying (CC2). If x1yx2 is an induced path with

w(x1y) , w(x2y) in G, then each vertex x∈ N(y) \ {x1, x2} is adjacent to both x1 and x2.

Proof. By (CC2),{x, y, x1, x2} cannot induce a claw or a modified claw. Thus we obtain the

conclusion. �

Lemma 6.10. Let G be a weighted graph satisfying (CC2). Suppose x1yx2 is an induced

path such that w1 = w(x1y) and w2 = w(x2y) with w1 , w2, and yz1z2 is a path such that

{z1, z2} ∩ {x1, x2} = φ and x2z2 < E(G). Then the following (i) and (ii) hold:

(i) {z1x1, z1x2, z2x1} ⊆ E(G), and yz2 < E(G). Moreover, all edges in the subgraph induced

by {x1, x2, y, z1, z2}, other than x1y, have the same weight w2 (See Figure 6.5).
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Figure 6.5:

(ii) Let Y be the component of G− {x2, z1, z2} with y ∈ V(Y). For each vertex v∈ V(Y) \

{x1, y}, v is adjacent to all of x1, x2, y and z2. Furthermore, w(vx1) = w(vx2) = w(vy) =

w(vz2) = w2.

Proof. By Lemma 6.9, we havez1x1 ∈ E(G), z1x2 ∈ E(G) andz2y < E(G). Thus,{z2, z1, y, x2}

induces a modified claw, and hencew(z1x2) = w(z1y) = w(z1z2) = w2. Then, sincew(x1y) ,

w(yz1), {z2, z1, y, x1} cannot induce a modified claw. This impliesz2x1 ∈ E(G). Now, we have

a modified claw induced by{x2, z1, x1, z2}. Hencew(z1x1) = w(z2x1) = w2. This proves (i).

For the proof of (ii), suppose first thatv ∈ V(Y) \ {x1, y} is adjacent toy. Then, by Lemma

6.9, we havevx1, vx2 ∈ E(G). Applying Lemma 6.9 again to the induced pathyx1z2 and

v ∈ N(x1), we havevz2 ∈ E(G). The modified claw induced by{z2, v, y, x2} implies that

w(vx2) = w(vy) = w(vz2) = w2. Also, the modified claw induced by{x2, v, x1, z2} implies

that w(vx1) = w2. This proves (ii) forv ∈ N(y) ∩ (V(Y) \ {x1, y}). Sincey and x1 are

symmetric (by the structure obtained in (i)), the conclusion of (ii) holds also for each vertex

v ∈ N(x1) ∩ (V(Y) \ {x1, y}).

In order to complete the proof of (ii), we shall show that every vertexv ∈ V(Y) \ {x1, y} is

adjacent tox1 or y. Assume not. Then there exists a vertexv ∈ V(Y)\ {x1, y} which is distance

two apart fromy andx1. Letv′ ∈ V(Y)\{x1, y} be a vertex such thatv′ ∈ N(v)∩N(y). Then,v′

is adjacent to bothy andx1, andw(v′y) = w(v′x1) = w2. Therefore,{v, v′, y, x1} cannot induce

a modified claw. This implies thatvx1 ∈ E(G) or vy ∈ E(G), which contradicts the choice of

v. This completes the proof of (ii). �
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Proof of Lemma 6.7. Suppose that there is no heaviest longest path with end vertexv such

that the other end vertex has weighted degree≥ c/2. Let P = v1v2 · · · vp(vp = v) be a

heaviest longest path. From the choice ofP, we can see thatN(v1) ⊆ V(P). Next, letk(P) =

max{i | v1vi ∈ E(G)}. SinceG is 2-connected,v1 is adjacent to at least one vertex onP

other thanv2. Note that, sinceP is a longest path in a non-hamiltonian graphG, G does not

contain a cycle of lengthp. Sok(P) satisfies 3≤ k(P) < p. Assume the heaviest longest path

P = v1v2 · · · vp is chosen among all heaviest longest paths ending atv such thatk(P) is as

large as possible, and letk = k(P).

SinceG is 2-connected, there exists a pathQ such that

• Q has end verticesvs1 andvs2 such thats1 < k < s2, and

• V(P) ∩ V(Q) = {vs1, vs2}.

We assume that such a pathQ was chosen so that

(i) s2 is as large as possible;

(ii) s1 is as large as possible, subject to (i).

Case 1. v1vi ∈ E(G) for everyi with s1 ≤ i ≤ k.

Claim 1. vs1vs2 ∈ E(G).

Proof. Sinces1 < k, we havev1vs1+1 ∈ E(G). Recall that there exists a pathQ from vs1

to vs2 with V(Q) ∩ V(P) = {vs1, vs2}. If there exists a vertexq < {vs1, vs2} on Q, then a path

P′ = q · · · vs1vs1−1 · · · v1vs1+1vs1+2 · · · vp satisfies|V(P′)| > |V(P)|, contradicting the fact that

P is a longest path. So we havevs1vs2 ∈ E(G). �

Claim 2. w(v1vs1+1) , w(vs1vs1+1).

Proof. If w(vs1vs1+1) = w(v1vs1+1), P′ = vs1vs1−1 · · · v1vs1+1vs1+2 · · · vp is a heaviest longest

path withk(P′) = s2 > k, a contradiction. �

Let w1 andw2 denote the weight ofv1vs1+1 andvs1vs1+1, respectively.

Claim 3. vs1+1vs2 ∈ E(G).
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Proof. Supposevs1+1vs2 < E(G). By the maximality ofk, v1vs2 < E(G). So{vs2, vs1, vs1+1, v1}

induces a modified claw, and then we getw(v1vs1+1) = w(vs1vs1+1), contrary to Claim 2. �

By the maximality ofs1, Claim 3 implies thats1 = k − 1 andvkvs2 ∈ E(G). Note that

s2 , p. (Otherwise,vs2vs2−1 · · · vkv1v2 · · · vs1vs2 becomes a cycle of lengthp, a contradiction.)

Claim 4. s2 = k+ 1.

Proof. Supposes2 > k + 1. Thenv1vk, vkvk+1, vkvs2 ∈ E(G) and by the maximality of

k, v1vk+1 < E(G), v1vs2 < E(G). So {v1, vk, vk+1, vs2} induces a claw or a modified claw.

From (CC2), we havew(vkvs2) = w(v1vk) = w1. On the other hand,w(vs1vk) = w2, so

{vs2+1, vs2, vk, vs1} cannot induce a modified claw. Sincevs1vs2+1 < E(G) by the maximality of

s2, we havevkvs2+1 ∈ E(G). But then{vs2+1, vk, vs1, v1} induces a modified claw, and we get

w(v1vs1+1) = w(vs1vs1+1). This contradicts Claim 2. �

Now we haves1 = k−1 ands2 = k+1, and sovk−1vk+1 ∈ E(G). Thenvkv1v2 · · · vk−1vk+1vk+2 · · · vp

is a longest path. Therefore, we getN(vk) ⊂ V(P). By the 2-connectedness ofG and the

choice ofs2, there must be an edgevkvs3 ∈ E(G) such thats3 > k + 2. From the choice of

k ands2, we havev1vs3, vs1vs3 < E(G), and so{vs3, vk, vs1, v1} induces a modified claw. This

impliesw(vs1vs1+1) = w(v1vs1+1), contradicting Claim 2. This completes the proof of Case 1.

�

Case 2. v1vi < E(G) for somei with s1 ≤ i ≤ k.

Choosevl < N(v1) with s1 ≤ l ≤ k so thatl is as large as possible. It is clear that 3≤ l < k

andv1vi ∈ E(G) for everyi with l < i ≤ k.

Claim 5. dw(vl) ≥ c/2.

Proof. Let j be the smallest index such thatj > l andv j < N(v1) ∩ N(vl ). Sincevl+1 ∈

N(v1) ∩ N(vl ), we havej ≥ l + 2. Also, it is obvious thatj ≤ k + 1. Then,{vl , v j−1, v j , v1}

induces a claw or a modified claw. Sincedw(v1) < c/2, by (CC1), we havedw(vl) ≥ c/2. �

We have assumed that there exists no heaviest longest path with end vertexvp such that the

other end vertex has weighted degree at leastc/2. Hence, by Claim 5, we have the following.
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Claim 6. There is no heaviest longest path with end vertices vl and vp. �

Claim 7. w(vlvl+1) , w(v1vl+1).

Proof. If w(vlvl+1) = w(v1vl+1), thenvlvl−1 · · · v1vl+1vl+2 · · · vp is a heaviest longest path,

contradicting Claim 6. �

Let w1 andw2 denote the weights ofv1vl+1 andvlvl+1, respectively.

Claim 8. vv1 ∈ E(G) and vvl ∈ E(G) for all v ∈ N(vl+1) \ {v1, vl}.

Proof. Now w(v1vl+1) , w(vlvl+1). Applying Lemma 6.9 to the induced pathv1vl+1vl and

v ∈ N(vl+1) \ {v1, vl}, we obtain the conclusion. �

Claim 9. k , l + 1.

Proof. If k = l + 1, then by Claim 8,v1vk+1 must be inE(G). This contradicts the choice of

k. �

Claim 10. vl+1vk < E(G). In particular, k≥ l + 3.

Proof. Supposevl+1vk ∈ E(G). Now we havev1vk+1 < E(G). Applying Lemma 6.10 to the

induced pathvlvl+1v1 and the pathvl+1vkvk+1, we getw(v1vk) = w(vkvk+1) = w(v1vl+1) = w1.

Moreover, sincevl−1 is adjacent tovl , we havevl−1vk+1 ∈ E(G) andw(vl−1vl) = w(vl−1vk+1) =

w1 (See Figure 6.6). Then, the pathvlvl+1 · · · vkv1v2 · · · vl−1vk+1vk+2 · · · vp becomes a heaviest

longest path, contradicting Claim 6. �

Claim 11. If vlvk ∈ E(G), then vivk+1 < E(G) for each i with l+ 1 ≤ i ≤ k− 1.

Proof. Supposevlvk ∈ E(G). We assume that there exists an edgevt1vt2 for somet1 andt2

with l + 1 ≤ t1 < k < t2. We may assume thatt1 andt2 were chosen so that

(i) t1 is as large as possible;

(ii) t2 is as large as possible, subject to (i).
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Note thatv1vt1+1 ∈ E(G), sovt1 is an end vertex of a longest path

vt1vt1−1 · · · v1vt1+1vt1+2 · · · vp.

Then, we havevt1vt2 ∈ E(G), for otherwise there exists a path longer thanP.

Claim 11.1. w(v1vt1+1) , w(vt1vt1+1).

Proof. If w(v1vt1+1) = w(vt1vt1+1), thenP′ = vt1vt1−1 · · · v1vt1+1vt1+2 · · · vp becomes a heaviest

longest path withk(P′) = t2 > k, which contradicts the choice ofP. �

Let w3 andw4 denote the weight ofv1vt1+1 andvt1vt1+1, respectively.

Claim 11.2. vt1+1vt2 ∈ E(G).

Proof. Suppose thatvt1+1vt2 < E(G). Then{vt2, vt1, vt1+1, v1} induces a modified claw, and we

obtainw(vt1vt1+1) = w(v1vt1+1). This contradicts Claim 11.1. �

By the maximality oft1, we havet1 = k−1 andvkvt2 ∈ E(G). Note thatt2 , p. (Otherwise,

vt2vt2−1 · · · vkv1v2 · · · vt1vt2 becomes a cycle of lengthp, a contradiction.)

Claim 11.3. t2 = k+ 1.

Proof. Suppose thatt2 , k + 1. Sincev1vk+1 < E(G) andv1vt2 < E(G), {v1, vk, vk+1, vt2} in-

duces a claw or a modified claw, and we getw(vkvt2) = w3 , w4 = w(vt1vk). So{vt1, vk, vt2, vt2+1}

cannot induce a modified claw. Now, by the maximality oft2, vt1vt2+1 < E(G). This
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implies vkvt2+1 ∈ E(G). But then,{vt2+1, vk, vt1, v1} induces a modified claw, and we get

w(v1vk) = w(vt1vk). This contradicts Claim 11.1. �

Using the above claims, we shall prove Claim 11.

Since{v1, vk, vt2, vl} induces a claw or a modified claw,w(vkvt2) = w(v1vk) = w3 , w4 =

w(vt1vk). This implies that{vt2+1, vt2, vk, vt1} cannot induce a modified claw. And, by the

maximality of t2, vt1vt2+1 < E(G). So vkvt2+1 must be inE(G). But then{vt2+1, vk, vt1, v1}

induces a modified claw and we havew(v1vk) = w(vt1vk). Now k = t1 + 1, so this contradicts

Claim 11.1. This completes the proof of Claim 11. �

Now we continue the proof in Case 2.

Claim 12. For each i with l+ 2 ≤ i ≤ k, vlvi ∈ E(G).

Proof. By Claim 8, we havevlvl+2 ∈ E(G). Now suppose that there exists somevi with

l + 3 ≤ i ≤ k such thatvlvi < E(G). Let r = min{i | l + 3 ≤ i ≤ k, vlvi < E(G)}.

Claim 12.1. vl+1vr−1 ∈ E(G).

Proof. If r = l + 3, it is clear thatvl+1vr−1 ∈ E(G). So we can assumer ≥ l + 4. Now suppose

vl+1vr−1 < E(G). By the choice ofr and the factr ≥ l + 4, we havevlvr−2, vlvr−1 ∈ E(G) and

vlvr < E(G). And Claim 8 showsvl+1vr < E(G). Then{vl+1, v1, vr−1, vr } induces a modified

claw, and we getw(v1vr−1) = w(v1vr ) = w(vr−1vr ) = w(v1vl+1) = w1. On the other hand,

{vl , vr−1, vr , v1} also induces a modified claw. This implies thatw(vlvr−1) = w(vr−1vr ) = w1.

Now the factw(vlvl+1) = w2 shows that{vl+1, vl , vr−2, vr−1} cannot induce a modified claw,

and we havevl+1vr−2 ∈ E(G).

Next, we provevr−2vr < E(G). If vr−2vr ∈ E(G), each of{vl+1, vr−2, vr−1, vr} and{vr , vr−2, vl+1, vl}

induces a modified claw. The first one implies thatw(vl+1vr−2) = w(vr−1vr ) = w1. But the

second one showsw(vl+1vr−2) = w(vlvl+1) = w2, a contradiction. Therefore,vr−2vr < E(G).

Recall thatw(vlvr−1) = w1 , w2 = w(vlvl+1). Applying Lemma 6.9 to the induced path

vl+1vlvr−1, we havevl−1vl+1, vl−1vr−1 ∈ E(G). Now we consider two cases,vl−1vr ∈ E(G) or

vl−1vr < E(G).

If vl−1vr ∈ E(G), {vr , vl−1, vl , vl+1} induces a modified claw. This showsw(vl−1vl) =

w(vl−1vr ). Thenvlvl+1 · · · vr−1v1v2 · · · vl−1vrvr+1 · · · vp becomes a heaviest longest path, con-

tradicting Claim 6.
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Figure 6.7:

If vl−1vr < E(G), {vr , vr−1, vl , vl−1} induces a modified claw. This showsw(vl−1vl) =

w(vl−1vr−1). Thenvlvl+1 · · · vr−1vl−1vl−2 · · · v1vrvr+1 · · · vp becomes a heaviest longest path,

contradicting Claim 6. �

Now we shall complete the proof of Claim 12. Applying Lemma 6.10 to the induced path

v1vl+1vl and the pathvl+1vr−1vr , we getw(v1vr−1) = w(vr−1vr ) = w(vlvl+1) = w2. Moreover,

sincevl−1 andv1 are in the same component ofG − {vl , vr−1, vr}, we havevl−1vr ∈ E(G) and

w(vl−1vl) = w(vl−1vr ) = w2. Then, the pathvlvl+1 · · · vr−1v1v2 · · · vl−1vrvr+1 · · · vp becomes a

heaviest longest path, contradicting Claim 6. �

By Claim 12, we havevlvk andvlvk−1 ∈ E(G). And by Claim 11, we getvl+1vk+1, vk−1vk+1 <

E(G). Now {vk+1, vk, vk−1, v1} induces a modified claw. Letw3 denote the weight of the

edges of this modified claw. Now{v1, vk, vk+1, vl} induces a claw or a modified claw. So

w(vlvk) = w(v1vk) = w3 (See Figure 6.7).

Claim 13. vlvk+1 < E(G).

Proof. Suppose thatvlvk+1 ∈ E(G). Then{vl+1, vl , vk, vk+1} induces a modified claw. This im-

pliesw3 = w(vlvk) = w(vlvk+1) = w(vlvl+1) = w2. Hencew(v1vk−1) = w(v1vk) = w(vk−1vk) =

w(vkvk+1) = w2.

Next, we remarkw(v1vl+1) = w1 , w2 = w(v1vk). Applying Lemma 6.9 to the induced

pathvl+1v1vk andv2 ∈ N(v1), we havev2vl+1, v2vk ∈ E(G). Then Claim 8 impliesv2vl ∈ E(G).

Now, we claim thatv2vk+1 < E(G). If v2vk+1 ∈ E(G), each of{vl+1, v2, vk, vk+1} and

{vk+1, v2, v1, vl+1} induces a modified claw. The first one showsw(v2vl+1) = w(vkvk+1) = w2.
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But on the other hand, the second one showsw(v2vl+1) = w(v1vl+1) = w1, a contradiction.

Thusv2vk+1 < E(G). Then the modified claw induced by{vk+1, vk, v2, v1} showsw(v1v2) =

w(vkvk+1) = w2. And the modified claw induced by{vk+1, vl , vl+1, v2} implies w(v2vl+1) =

w(vlvl+1) = w2. Consequently, the path

vlvl−1 · · · v2vl+1vl+2 · · · vk−1v1vkvk+1 · · · vp

becomes a heaviest longest path, which contradicts Claim 6. �

Claim 14. vl−1vl+1 < E(G).

Proof. Suppose thatvl−1vl+1 ∈ E(G). By Claim 8 we havev1vl−1 ∈ E(G).

First, we provevl−1vk ∈ E(G). Supposevl−1vk < E(G). Then each of{vk, v1, vl−1, vl+1} and

{vk, vl , vl−1, vl+1} induces a modified claw. The first one showsw(vl−1vl+1) = w(v1vl+1) = w1.

But the other one showsw(vl−1vl+1) = w(vlvl+1) = w2, a contradiction. This showsvl−1vk ∈

E(G).

Next, we provevl−1vk+1 < E(G). Otherwise, each of{vk+1, vl−1, vl+1, v1} and{vk+1, vl−1, vl , vl+1}

induces a modified claw. Then the first one showsw(vl−1vl+1) = w(v1vl+1) = w1 while the sec-

ond one impliesw(vl−1vl+1) = w(vlvl+1) = w2, a contradiction. This showsvl−1vk+1 < E(G).

Then, we obtain that{vk+1, vk, vl , vl−1} induces a modified claw. Sow(vl−1vl) = w(vl−1vk) =

w(vkvk+1) = w3. This means that the path

vlvl+1 · · · vk−1v1v2 · · · vl−1vkvk+1 · · · vp

is a heaviest longest path, contradicting Claim 6. �

Using the above claims, we shall complete the proof of Case 2.

Claim 13 saysvlvk+1 < E(G), and by Claim 14, we getvl+1vl−1 < E(G). Now{vk+1, vk, vk−1, vl}

induces a modified claw. This impliesw(vlvk−1) = w(vlvk) = w(vk−1vk) = w3. And{vl+1, vl , vl−1, vk}

induces a claw or a modified claw. It impliesw3 = w2,w3 , w1 and w(vl−1vl) = w3.

Then, applying Lemma 6.9 to the induced pathvkv1vl+1 and v2 ∈ N(v1), we havev2vl+1

andv2vk ∈ E(G). If l − 1 = 2, this contradicts Claim 14. Hence we havel − 1 > 2. By Claim

8, we havev2vl ∈ E(G).

Next, we provev2vk+1 < E(G). Supposev2vk+1 ∈ E(G). Then each of{vk+1, v2, v1, vl+1}

and{vk+1, v2, vl , vl+1} induces a modified claw. The first one implies thatw(v2vk+1) = w(v1vl+1) =
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w1, and the second one implies thatw(v2vk+1) = w(vlvl+1) = w2, a contradiction. Therefore,

v2vk+1 < E(G).

Now each of{vk+1, vk, v2, v1} and {vk+1, vk, vl , v2} induces a modified claw. They im-

ply w(v1v2) = w(v2vk) = w(v1vk) = w3, and w(v2vl) = w(vlvk) = w3. Then, the path

vl−1 · · · v2vlvl+1 · · · vk−1v1vkvk+1 · · · vp is a heaviest longest path with an end vertexvp. So

we can see that another end vertexvl−1 satisfiesdw(vl−1) < c/2. On the other hand, since

{vl+1, vl , vl−1, vk} induces a claw or a modified claw withvl−1vl+1 < E(G), we havedw(vl+1) ≥

c/2. Now, there is another heaviest longest pathvl+1vl+2 · · · vk−1v1v2 · · · vlvkvk+1 · · · vp. This

is a contradiction. This completes the proof of Case 2 and the proof of Lemma 6.7. �



Chapter 7

σk type condition for heavy cycles in weighted graphs

(This chapter is based on the paper [12].)

7.1 Previous result and the new result

Using the degree condition on three independent vertices, and the condition on the weights of

edges which is the same as the condition appeared in Chapter 6, Zhang et al. proved the exis-

tence of heavy cycles in weighted graphs. Here, we say a vertex setU is independentif every

vertex inU has no neighbor inU. And the number of vertices in a maximum independent set

of a graphG is denoted byα(G). For a positive integerk ≤ α(G), σk(G) andσw
k (G) denotes

the minimum value of the degree sum of anyk independent vertices and the minimum value

of the weighted degree sum of anyk independent vertices, respectively (Fork > α(G), we

defineσk(G), σw
k (G) as∞.) The theorem of Zhang et al. is the following.

Theorem 7.1 (Zhang et al. [36]).Let G be a2-connected weighted graph which satisfies the

following conditions:

(1) σw
3 (G) ≥ m.

(2) w(xz) = w(yz) for every vertex z∈ N(x) ∩ N(y) with d(x, y) = 2.

(3) In every triangle T of G, either all edges of T have different weights or all edges of T

have the same weight.

Then G contains either a hamiltonian cycle or a cycle of weight at least2m/3.

Theorem 7.1 is an extension of the following theorem to the weighted graphs in the case

k = 2.

49
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Theorem 7.2 (Fournier and Fraisse [17]).Let G be a k-connected graph where2 ≤ k <

α(G), such thatσk+1(G) ≥ m. Then G contains either a hamiltonian cycle or a cycle of length

at least2m/(k+ 1).

In this chapter, we extend Theorem 7.2 to the weighted graphs for allk.

Theorem 7.3. Let G be a k-connected weighted graph where k≥ 2. Suppose that G satisfies

the following conditions.

(1) σw
k+1(G) ≥ m.

(2) w(xz) = w(yz) for every vertex z∈ N(x) ∩ N(y) with d(x, y) = 2.

(3) In every triangle T of G, either all edges of T have different weights or all edges of T

have the same weight.

Then G contains either a hamiltonian cycle or a cycle of weight at least2m/(k+ 1).

7.2 The conditions of Zhang et al. ’s theorem

To prove Theorem 7.3, we need the following lemma, which shows that the class of weighted

graphs satisfying Conditions (2) and (3) of Theorem 7.3 is limited.

Lemma 7.4. Let G be a connected weighted graph satisfying Conditions (2) and (3) of The-

orem 7.3. Then G satisfies one of the following:

(a) all edges of G have the same weight, or

(b) G is a complete multi-partite graph.

Proof. Let G be a connected weighted graph satisfying Conditions (2) and (3) of Theorem

7.3. Suppose that there existse1, e2 ∈ E(G) such thatw(e1) , w(e2). Then what we need to

prove is thatG is a complete multi-partite graph.

SinceG is connected, we can choose a vertexx so that there existu, v ∈ N(x) such

that w(ux) , w(vx). Let
⋃n

i=1 Vi be a partition ofN(x) such that foru ∈ Vi andv ∈ V j,

w(ux) = w(vx) if and only if i = j. Now we denote the weight of the edges joiningx andVi

by wi for 1 ≤ i ≤ n.

Claim 1. Let1 ≤ i, j ≤ n and vi ∈ Vi, vj ∈ V j. If i , j, viv j ∈ E(G).
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Proof. Sincew(xvi) , w(xvj), Condition (2) of Theorem 7.3 impliesd(vi , v j) , 2. Hence

viv j ∈ E(G). �

Claim 2. If there exists a vertex y such that d(x, y) = 2, then vy∈ E(G) for all v ∈ N(x).

Proof. The factd(x, y) = 2 shows that there is a neighborhoodv1 of y in N(x). Without loss of

generality, we may assumev1 ∈ V1. And Condition (2) of Theorem 7.3 impliesw(yv1) = w1.

Now suppose that there exists a vertexv ∈
⋃n

i=2 Vi with yv < E(G). Then Claim 1 implies

v1v ∈ E(G), and Condition (2) of Theorem 7.3 showsw(v1v) = w(yv1) = w1. Hence, applying

Condition (3) of Theorem 7.3 to the trianglexv1v, we havew(xv) = w1. This contradicts the

definition of the partition
⋃

Vi. So we must haveyv ∈ E(G) for all v ∈
⋃n

i=2 Vi.

Applying the same argument tov2 ∈ V2 ∩ N(y) andv ∈ V1, we haveyv ∈ E(G) for every

v ∈ V1. �

If there exists a vertexy such thatd(x, y) = 2, Condition (2) of Theorem 7.3 implies

w(viy) = wi for all vi ∈ Vi .

Claim 3. There is no vertex z such that d(x, z) = 3.

Proof. Suppose that there exists a vertexzsuch thatd(x, z) = 3. Thenzhas a neighbory such

thatd(x, y) = 2. Now Claim 2 implies that we havev1 ∈ N(y) ∩ V1 andv2 ∈ N(y) ∩ V2 with

w(yv1) = w1 andw(yv2) = w2.

Sinced(z, v1) = d(z, v2) = 2, Condition (2) of Theorem 7.3 showsw(zy) = w(yv1) = w1

andw(zy) = w(yv2) = w2. So we havew1 = w2, a contradiction. �

Let V0 = {x} ∪ {y | d(x, y) = 2}. Then
⋃n

i=0 Vi is a partition ofV(G).

Claim 4. Let0 ≤ i < j ≤ n and vi ∈ Vi, vj ∈ V j. Then viv j ∈ E(G).

Proof. If i , 0 and j , 0, Claim 1 impliesviv j ∈ E(G). So we may assumei = 0. If vi = x,

the definition of
⋃n

i=1 Vi showsviv j ∈ E(G), and ifvi , x, Claim 2 impliesviv j ∈ E(G). �

Note that for allv0 ∈ V0, v0 = x or d(x, v0) = 2. Hence for allvi ∈ Vi(1 ≤ i ≤ n),

w(v0vi) = wi.

Claim 5. v0v0
′
< E(G) for all v0, v0

′ ∈ V0.
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Proof. If v0 = x, d(x, v0
′) = 2 for all verticesv0

′ ∈ V0 \ {v0}. Hencev0v0
′
< E(G). So we

may assumev0, v0
′
, x. Now we supposev0v0

′ ∈ E(G). Claim 2 implies that there exists

v1 ∈ V1, v2 ∈ V2 such thatv1, v2 ∈ N(v0) ∩ N(v0
′). Now we havew(v0v1) = w(v′0v1) = w1,

w(v0v2) = w(v′0v2) = w2. So applying Condition (3) of Theorem 7.3 to the trianglesv0v′0v1

andv0v′0v2, we havew1 = w2, a contradiction. �

Claim 6. Let0 ≤ i ≤ n and t, u, v ∈ Vi. If tu,uv < E(G), then tv< E(G).

Proof. If i = 0, Claim 5 implies thattv < E(G). So we assume that 1≤ i ≤ n. Supposetv ∈

E(G). Without loss of generality, we may assumei = 1. Letv2 ∈ V2. Now, sincet, u, v ∈ V1,

w(xt) = w(xu) = w(xv) = w1. Then applying Condition (3) of Theorem 7.3 to the trianglextv,

we havew(tv) = w(xt) = w1. On the other hand, Claim 4 impliesv2t, v2u, v2v ∈ E(G). Since

tu anduv < E(G), Condition (2) of Theorem 7.3 showsw(v2t) = w(v2u) = w(v2v). Then

applying Condition (3) of Theorem 7.3 to the trianglev2tv, we havew(tv) = w(v2t). Hence,

w(v2t) = w(tv) = w(xt) = w1. So applying Condition (3) of Theorem 7.3 to the trianglextv2,

we havew2 = w(xv2) = w(xt) = w1, a contradiction. �

Now on everyVi (0 ≤ i ≤ n), nonadjacency is an equivalence relation. LetVi,1, . . . ,Vi,mi

be the equivalence classes ofVi. Then, for all verticesu ∈ Vi, j andv ∈ Vi′, j′ , uv ∈ E(G)

if and only if (i, j) , (i′, j′). Hence,G is a complete multi-partite graph with partite sets

V0,Vi, j(1 ≤ i ≤ n,1 ≤ j ≤ mi). This completes the proof of Lemma 7.4. �

7.3 Proof of Theorem 7.3

Let G be a weighted graph satisfying the conditions of Theorem 7.3. Ifk ≥ α(G), the follow-

ing theorem implies the assertion.

Theorem 7.5 (Chv́atal and Erdős [7]). Let G be a k-connected graph with at least three

vertices. If k≥ α(G), then G contains a hamiltonian cycle.

So we may assume 2≤ k < α(G). Now Lemma 7.4 implies that all edges ofG have the

same weight orG is a complete multi-partite graph.

Assume that all edges ofG have the same weightw1. If w1 = 0, the assertion is obvious.

If w1 , 0, dw(v) = w1d(v) for all v ∈ V(G). Henceσk+1(G) = σw
k+1(G)/w1 ≥ m/w1. Then

Theorem 7.2 implies thatG contains either a hamiltonian cycle or a cycleC of length at least

2m/(k+ 1)w1. Now w(C) = w1|E(C)| ≥ 2m/(k+ 1).
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Therefore, we may assume thatG is a complete multi-partite graph. Letn = |V(G)| and

V1, · · · ,Vl be the partite sets ofG.

Claim 1. If x, y ∈ Vi, then w(xz) = w(yz) for every z∈ V(G)\Vi. In particular, dw(x) = dw(y).

Proof. Sincex andy are in the same partite setVi, xy < E(G). Hence, Condition (2) implies

w(xz) = w(yz). And hence, the assertiondw(x) = dw(y) is obvious. �

Claim 2. If G is not hamiltonian, then|Vi | > n/2 for some i such that1 ≤ i ≤ l.

Proof. Suppose that|Vi | ≤ n/2 for all i (1 ≤ i ≤ l). Then for eachv ∈ V j (1 ≤ j ≤ l),

d(v) =
∑

r, j

|Vr | = n− |Vr | ≥ n/2.

Hence, Theorem 7.2 implies thatG has a hamiltonian cycle, a contradiction. �

Without loss of generality, we can assume that|V1| > n/2. Let p = |V1| andq = n − p.

Then, sinceG is k-connected, it is obvious thatk ≤ q < p. And let V1 = {v1, v2, . . . , vp},

V(G) \ V1 = {u1, u2, . . .uq}.

Claim 3. dw(v) ≥ m/(k+ 1) for all v ∈ V1.

Proof. Sincek < p, we can choosev1, v2, . . . , vk+1 in V1. Now, {v1, v2, . . . , vk+1} is indepen-

dent, hence
∑k+1

i=1 dw(vi) ≥ m. Then Claim 1 impliesdw(v1) = dw(v2) = · · · = dw(vk+1), so

dw(v1) ≥ m/(k+ 1). Using Claim 1 again, we havedw(v) ≥ m/(k+ 1) for all v ∈ V1. �

Now we consider the cycleC = v1u1v2u2 · · · vq−1uq−1vquqv1. Then Claim 1 implies

w(C) = w(v1u1) + w(u1v2) + w(v2u2) + · · ·

+w(vq−1uq−1) + w(uq−1vq) + w(vquq) + w(uqv1)

= w(v1u1) + w(u1v1) + w(v1u2) + · · ·

+w(v1uq−1) + w(uq−1v1) + w(v1uq) + w(uqv1)

= 2
q

∑

i=1

w(v1ui)

= 2dw(v1).

Hence, by Claim 3,w(C) ≥ 2m/(k+ 1). This completes the proof of Theorem 7.3.





Chapter 8

Heavy paths in weighted graphs

(The result in the first section appears in [19], and the other results in this chap-

ter appear in [13].)

The topic of this chapter is the existence of heavy paths joining two specified vertices. We

consider two weighted degree conditions, Dirac-type and Ore-type.

8.1 A Dirac-type condition

The following theorem shows the existence of heavy paths joining two specified vertices,

which is a motivation of the results in this section.

Theorem 8.1 (Bondy and Fan [4]).Let G be a2-connected weighted graph and d be a non-

negative real number. Let x and y be distinct vertices of G. If dw(v) ≥ d for all v ∈ V(G)\{x, y},

then G contains an(x, y)-path of weight at least d.

Zhang et al. extended Theorem 8.1 as follows. If an (x, z)-path contains all vertices inY ⊆

V(G), we call it an (x,Y, z)-path.

Theorem 8.2 (Zhang, Li and Broersma [35]).Let G be a2-connected weighted graph, let

d be a nonnegative real number, and let x, z ∈ V(G) such that x, z. If dw(v) ≥ d for every

vertex v∈ V(G) \ {x, z}, then for any given vertex y, G has an(x, {y}, z)-path of weight at least

d.

Note that Theorem 2.1 immediately implies Theorem 8.2. In this section, we prove the fol-

lowing theorem, which is an extension of Theorem 8.2.

55
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Theorem 8.3. Let G be a2-connected weighted graph, let d be a nonnegative real number,

x, z ∈ V(G) such that x, z, and y1, y2 ∈ V(G). Now assume that there exists an(x, {y1, y2}, z)-

path P in G. If dw(v) ≥ d for every vertex v∈ V(G) \ {x, z}, then there exists an(x, {y1, y2}, z)-

path of weight at least d.

Proof. In case ofy1 = y2 or {y1, y2}∩{x, z} , ∅, Theorem 8.2 implies the assertion, so we may

assume thatx, y1, y2 andz are distinct vertices. We use induction on|V(G)|. Let |V(G)| = 4,

then without loss of generality we may assume thatP = xy1y2z. If zy1 < E(G) or xy2 < E(G),

it is obvious thatw(P) ≥ d, henceP is a required path. Ifzy1 andxy2 ∈ E(G), let P′ = xy2y1z.

Thenw(P) + w(P′) ≥ dw(y1) + dw(y2) ≥ 2d, henceP or P′ is weight at leastd, which is a

required path. Now assume that|V(G)| ≥ 5.

By Theorem 8.2, there exists an (x, z)-path Q of weight at leastd such thatV(Q) ∩

{y1, y2} , ∅. TakeQ so thatw(Q) is as large as possible. If{y1, y2} ⊆ Q, there is nothing

to prove, so without loss of generality we may assume thaty1 ∈ Q andy2 < Q. Then by

Theorem 2.1, there exists a (y2,Q)-fan F of weight at leastd and widthk(G; y2,Q).

In case ofk(G; y2,Q) ≥ 3, letF∩Q = {a1, a2, . . . , am}. We may assume thatx,a1, a2, . . . , am, z

appear in the consecutive order alongQ. By the choice ofQ, w(Q[ai , ai+1]) ≥ w(F[ai , ai+1])

for every i with 1 ≤ i ≤ m− 1. Sincem ≥ 3, there existsl with 1 ≤ l ≤ m− 1 such that

y1 < Q(al , al+1). Let Q′ = xQal Fal+1Qz. Then{y1, y2} ⊆ Q′ and

w(Q′) ≥ w(Q′[a1, am])

≥
∑

1≤i≤m−1, i,l

w(Q[ai , ai+1]) + w(F[al , al+1])

≥

m−1
∑

i=1

w(F[ai , ai+1])

≥ w(F)

≥ d.

HenceQ′ is a required path.

If k(G; y2,Q) = 2, there existsb1, b2 ∈ V(G) \ {y2} such that{b1, b2} separatesy2 from

Q. Note thatb1, b2 also separatesy2 from {x, z}. SinceP is an (x, y2, z)-path,{b1, b2} ⊂ V(P).

Without loss of generality, we may assume thatx,b1, b2, z appear in the consecutive order

alongP. Let H be they2-component ofG−{b1, b2} andG′ = G[H∪{b1, b2}]. If b1b2 < E(G),

we add the edgeb1b2 of weight zero toG′, thenG′ is 2-connected. InG′, by the induction
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hypothesis, there exists a (b1, {y1, y2}, b2)-path P′ of weight at leastd in case ofy1 ∈ H,

and otherwise there exists a (b1, {y2}, b2)-pathP′ of weight at leastd. In both cases,Q′ =

xPb1P′b2Pzcontainsy1 andy2 andw(Q′) ≥ d, henceQ′ is a required path. This completes

the proof of Theorem 8.3. �

8.2 An Ore-type condition

And the another aim of this chapter is to weaken the condition of Theorem 8.1 to Ore-type

degree condition. The following problem may naturally be suggested.

Problem 8.4. Let G be a2-connected weighted graph and d a nonnegative real number. Let

x and z be distinct vertices of G. If dw(u) + dw(v) ≥ 2d for every pair of nonadjacent vertices

u and v in V(G) \ {x, z}, is it true that G contains an(x, z)-path of weight at least d?

However, the answer to Problem 8.4 is negative. LetG1 be the weighted complete graph of

ordern such that all of its edges are assigned the same weightr > 0, andx andz be any

distinct vertices ofG1. ThenG1 satisfies the condition of Problem 8.4 for alld > 0, but the

weight of the heaviest path inG is (n − 1)r. Hence ifd > (n − 1)r, G1 does not have any

(x, z)-path of weightd or more.

There is another counterexample which is not a complete graph. LetG2 be the weighted

graph such that an edgepq is removed from a complete graph of ordern ≥ 7, and letx and

z be any distinct vertices inV(G2) \ {p.q}. Now we assign weightr to all the edges incident

with p, and weight 0 to all the other edges. ThenG2 satisfies the condition of Problem 8.4 for

d = (n − 2)r/2, but the weight of the heaviest path inG is 2r. HenceG2 does not have any

(x, z)-path of weightd or more.

In each of the above examples,x andz are not connected by a heavy path, but they are

connected by ahamiltonian path, a path containing all the vertices in a graph. Considering

this fact, we prove the following theorem.

Theorem 8.5. Let G be a2-connected weighted graph and d a nonnegative real number. Let

x and z be distinct vertices of G. If dw(u) + dw(v) ≥ 2d for every pair of nonadjacent vertices

u and v in V(G) \ {x, z}, then G contains an(x, z)-path of weight at least d or a hamiltonian

(x, z)-path.
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Moreover, extending Theorem 8.5, we prove the following.

Theorem 8.6. Let G be a2-connected weighted graph and d a nonnegative real number. Let

x and z be distinct vertices of G, and W be a subset of V(G)\{x, z}. If dw
G−W(u)+dw

G−W(v) ≥ 2d

for every pair of nonadjacent vertices u and v in V(G)\ (W∪{x, z}), then G contains an(x, z)-

path of weight at least d or an(x, z)-path which contains all the vertices of V(G) \W.

In our proofs of Theorems 8.5 and 8.6, we use the following notation: ForU ⊆ V(G), we

denoteδwG(U) = min{dw
G(v) | v ∈ U}, and ForH ⊆ G, we denoteδwG(H) = δwG(V(H)).

8.3 Proof of Theorem 8.5

If d = 0, the assertion is obvious. Hence we may assumed > 0. Let |V(G)| = n. We use

induction onn.

If n = 3, lety be the third vertex other thanx, z. From the 2-connectedness ofG, there is

a pathxyz, which is a hamiltonian (x, z)-path. Suppose now thatn ≥ 4 and the theorem is true

for all graphs ofk vertices such that 3≤ k ≤ n− 1. LetH = G− x.

Case 1. H is 2-connected.

SinceG is 2-connected, we haved(x) ≥ 2. Choosex′ ∈ N(x) \ {z} such thatw(xx′) =

max{w(xv) | v ∈ N(x) \ {z}}. Then for everyv ∈ V(H) \ {z}, dw
H(v) ≥ dw

G(v) − w(xx′). Hence

dw
H(u) + dw

H(v) ≥ 2(d − w(xx′)) for every pair of non-adjacent verticesu, v ∈ V(H) \ {z}. By

the induction hypothesis, there is an (x′, z)-pathQ in H such thatw(Q) ≥ d − w(xx′), or Q is

a hamiltonian path ofH. Then the pathP = xx′Q is a required path.

Case 2. H is separable.

In this case,H has at least two endblocks, sayB1 and B2. First we prove that there is a

required path in case ofIB1 = {z}. In this case, letG′′ = G[V(G) \ {z}]. If xcB1 < E(G′′),

we add the edgexcB1 of weight zero toG′′. Then, the resulting graph is 2-connected, and

dw(u)+dw(v) ≥ 2d for everyu, v ∈ V(G′′)\{x, cB1} such thatuv < E(G). Then by the induction

hypothesis, there is an (x, cB1)-pathQ such thatw(Q) ≥ d or Q contains all the vertices inG′′.

It is obvious thatQ is not the added edgexcB1 itself, hence we can take the pathP = QcB1z

in G, which is a required path. By the same argument, we can obtain a required path in case

of IB2 = {z}. So we can assume thatIB1 , {z} andIB2 , {z}.
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For i ∈ {1,2}, let di = δ
w
G(IBi \ {z}). Sincev1v2 < E(G) for any verticesv1 ∈ IB1 \ {z} and

v2 ∈ IB2 \ {z}, d1 + d2 ≥ 2d.

Case 2.1. z < IB1 ∪ IB2.

Sinced1+d2 ≥ 2d, max{d1, d2} ≥ d. Without loss of generality, we can supposed1 ≥ d. Now,

let B∗1 denote the graph obtained fromG[V(B1)∪{x}] by adding the edgexcB1 of weight zero if

xcB1 < E(G). ThenB∗1 is 2-connected and for everyv ∈ V(B∗1) \ {x, cB1}, dw
B∗1

(v) = dw
G(v) ≥ d1.

Hence, Theorem 8.1 implies thatB∗1 has an (x, cB1)-pathQ1 of weight at leastd1 ≥ d. It is

obvious thatQ1 is not the added edgexcB1 itself, soQ1 is a path inG. On the other hand,

there exists a (cB1, z)-pathQ2 in H − IB1. ThenP = Q1Q2 is an (x, z)-path of weight at least

d. �

Case 2.2. z ∈ IB1 ∪ IB2.

Without loss of generality, we can suppose thatz ∈ IB1. If there existsv ∈ IB1 such that

w(xv) ≥ d, we can obtain an (x, z)-path of weight at leastd by joining xv and any (v, z)-path

in B1. So suppose that max{w(xv) | v ∈ IB1} < d. Then,dw
B1

(v) > dw
G(v) − d ≥ d1 − d for all

v ∈ V(B1) \ {z, cB1}. Now we already haveIB1 , {z}. This implies thatB1 is 2-connected.

Hence, by Theorem 8.1, there exists a (cB1, z)-pathQ1 in B1 of weight at leastd1 − d. Now

applying the same argument as used in Case 1 toB2, we can obtain an (x, cB2)-pathQ2 in

G[V(B2) ∪ {x}] of weight at leastd2. It is easy to see that there exists a (cB1, cB2)-pathQ3 in

H− IB1− IB2, soG has the (x, z)-pathP = Q2Q3Q1 of weight at leastd1−d+d2 ≥ 2d−d = d.

�

8.4 Proof of Theorem 8.6

Before we prove Theorem 8.6, we prepare some terminology and lemmas. From a given

graphG, we can make a new graphH whose vertices are the blocks and cutvertices ofG, and

two vertices ofH is adjacent if and only if one is a cutvertex ofG and the other is a block ofG

containing the cutvertex. By the definition,H contains no cycle. We callH ablock-cutvertex

treeof G.

Now we define an operation, which is edge contraction of weighted graphs, but the weight

function for the resulting graph is different from the one appeared in Chapter 2. LetG be a
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weighed graph andab ∈ E(G). The graphGb→a is equal to the graphG/ab, but the contracted

vertex is regarded asa. To assign weights to every edge ofGb→a, we consider a mappingϕ

of E(Gb→a) to E(G) such that

• for u, v ∈ V(Gb→a) \ {a}, ϕ(uv) = uv;

• for v ∈ V(Gb→a) \ {a}, if av ∈ E(G) thenϕ(av) = av;

• for v ∈ V(Gb→a) \ {a}, if av < E(G) thenϕ(av) = bv.

Note thatϕ is an injection. For every edgee ∈ E(Gb→a), we assignwGb→a(e) = wG(ϕ(e)).

Next, we prepare some lemmas.

Lemma 8.7. Let G be a weighted graph and ab be an edge of G. Then for any path P in

Gb→a, there exists a path Q in G such that

(a) w(P) ≤ w(Q);

(b) P and Q have the same endvertices.

Moreover, if dG(b) = 2, we can find Q which also satisfies the following.

(c) V(P) ⊆ V(Q).

Proof. We give an orientation toP. If a is an endvertex ofP, we regarda as the first vertex.

For a vertexv ∈ V(P), v+ denotes the next vertex ofv on P, andv− denotes the last vertex

beforev on P.

Now we define a pathQ in G. We distinguish four cases.

(i) a is an endvertex ofP anda+ < NG(a).

(ii) a is an endvertex ofP anda+ ∈ NG(a).

(iii) a is a vertex ofP which is not an endvertex, and
∣

∣

∣

∣

{a+, a−} ∩ NG(a)
∣

∣

∣

∣

= 1.

(iv) Otherwise.

In case of (i) or (iii), let

Q =
⋃

e∈P

ϕ(e) ∪ {ab}.
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And, in case of (ii) or (iv), let

Q =
⋃

e∈P

ϕ(e).

ThenQ induces a path satisfying (a) and (b). Also, ifV(P) * V(Q), thena lies onP and

{a+, a−} ∩ NG(a) = φ. In this case, we haveNG(b) ⊇ {a+, a−, a}, and hencedG(b) ≥ 3. This

shows (c). �

Lemma 8.8. Let G be a weighted graph, ab be an edge of G, and L be a subset of V(G). If

b < L, then for every v∈ L, dw
G[L](v) = dw

Gb→a[L](v).

Proof. Let v ∈ L. For everyu ∈ NG(v) ∩ L, sinceu , b, we haveuv ∈ E(Gb→a) and

wG(uv) = wGb→a(uv). Hence we obtaindw
G[L](v) = dw

Gb→a[L](v). �

And, the following two lemmas are obvious.

Lemma 8.9. Let G be a weighted graph and ab be an edge of G. For any path P in G− ba,

there exists a path Q in G such that

(a) w(P) ≤ w(Q);

(b) V(P) ⊆ V(Q);

(c) P and Q have the same endvertices. �

Lemma 8.10. Let G be a weighted graph, ab be an edge of G, and L be a subset of V(G). If

b < L, then dwG[L](v) = dw
G−ba[L] (v) for every v∈ L. �

Next, we define theelimination of uv∈ E(G) keeping weights in L. Let G be a 2-

connected graph of order at least 4 anduv ∈ E(G) such thatu < L. By the following theorem,

we obtain thatG− uvor G/uv is 2-connected.

Theorem 8.11 (Tutte [33]). Let G be a2-connected graph of order at least4, and e be an

edge of G. Then either G− e or G/e is2-connected.

If G − uv is 2-connected, we make a new graphG′ = G − uv. If G − uv is not 2-connected,

we make a new graphG′ = Gu→v. We call this operation fromG to G′ theelimination of uv

keeping the weight of L. Note that the resulting graphG′ is still 2-connected.
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Proof of Theorem 8.6.Let G be a weighted graph satisfying the conditions of Theorem 8.6.

If W = φ, the assertion follows from Theorem 8.5. So we may assumeW , φ. Also in

case ofV(G) \ (W ∪ {x, z}) = φ or d = 0, the assertion is obvious. So we can assume that

V(G) \ (W∪ {x, z}) , φ andd > 0. Hence,|V(G)| is at least 4.

Next, if xz < E(G), let G∗ = G + xz and assign weight 0 toxz. ThenG∗ also satisfies

the conditions of Theorem 8.6. IfG∗ has a required pathP, P is not xz itself (note that

V(G) \ (W ∪ {x, z}) , φ andd > 0). Hence we can obtain a required pathP in G. So we can

assume thatxz∈ E(G).

Let H be a component ofG−W. We callH trivial if V(H) ⊆ {x, z}. Now letH be the set

of all the non-trivial components ofG−W.

Case 1. |H| ≥ 2.

SupposeH1,H2 ∈ H . For i ∈ {1,2}, let di = δ
w
G−W(Hi − {x, z}). If v1 ∈ H1 andv2 ∈ H2, v1

andv2 are non-adjacent. Henced1 + d2 ≥ 2d. In particular, max{d1, d2} ≥ d. Without loss

of generality, we may assume thatd1 ≥ d. Let L = V(H1) ∪ {x, z}. Now we eliminate all the

edges incident with vertices inV(G) \ L keeping weights inL. Then the resulting graphG∗

is 2-connected, and Lemmas 8.8 and 8.10 implydw
G∗ (v) ≥ d for everyv in V(G∗) \ {x, z} (note

thatdw
G−W(v) = dw

H1
(v) for every vertexv ∈ H1). Hence Theorem 8.1 implies that there is an

(x, z)-path of weight at leastd in G∗. And by Lemmas 8.7 and 8.9, we obtain an (x, z)-path of

weight at leastd in G. �

Case 2. |H| = 1.

SupposeH be the unique non-trivial component. Note that for every vertexv in H, dw
G−W(v) =

dw
H(v).

Case 2.1. H is 2-connected.

If {x, z} ⊆ V(H), Let x′ = x andz′ = z. If {x, z} * V(H), from the 2-connectedness ofG, we

can take two disjoint pathsQ1 andQ2 such thatQ1 is an (x,H)-path andQ2 is a (z,H)-path.

We denote the endvertex ofQ1 in H by x′, and the endvertex ofQ2 in H by z′. In each case,

Theorem 8.5 implies that there is an (x′, z′)-pathP in H such thatw(P) ≥ d, or P contains all

the vertices ofH. If necessary, addingQ1 andQ2 to P, we obtain a required path. �
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Case 2.2. H is not 2-connected.

Case 2.2.1. H has three or more endblocks.

If {x, z} ⊆ V(H), there are at least two endblocks ofH such that their internal vertices don’t

containx or z (note thatxz ∈ E(G) implies thatx andz are in the same block ofH). Let

B1 and B2 be such endblocks and letx′ = x. If {x, z} * V(H), take an (x,H)-path Q1

and letx′ be the endvertex of this path inH. Then there are at least two blocks such that

their internal vertices don’t containx′, and letB1 andB2 be such endblocks. In each case,

max{δwH(IB1), δ
w
H(IB2)} ≥ d. Without loss of generality, we can assume thatδwH(IB1) ≥ d. Now

there is an (x′, cB1)-path inG − IB1, hence Theorem 3.12 implies that there are two disjoint

pathsQ2 andQ3 such thatQ2 is an (x′, B1)-path,Q3 is a (z,B1)-path, and an endvertex of

Q2 or Q3 is cB1. Let z be another endvertex ofQ2 andQ3 in B1. Then Theorem 8.1 implies

that there is a (cB1, z)-pathP of weight at leastδwH(B1) ≥ d in B1. Now let P′ = Q2PQ3. If

necessary, addingQ1 to P′, we obtain a required path. �

Case 2.2.2. H has only two endblocks.

We denoteL = V(H) ∪ {x, z}. First, we eliminate all the edges of{uv | uv ∈ E(G), u, v ∈

V(G) \ L}. Next, we remove all the edgese if

(a) e is incident with a vertex inV(G) \ L;

(b) G− e is 2-connected.

We denote the resulting graphG′. Since the block-cutvertex tree ofH is a path,dG′(v) = 2

for everyv ∈ V(G′) \ L. Then for everyv ∈ V(G′) \ L, choose an edge incident withv

and eliminate it keeping weights inL. Now we obtain a graphG′′ which is 2-connected

andV(G′′) = L. Moreover, Lemmas 8.8 and 8.10 imply that for all non-adjacent vertices

u, v ∈ V(G′′) \ {x, z}, dw
G′′(u) + dw

G′′(v) ≥ d. Hence, Theorem 8.5 implies that there exists an

(x, z)-pathP in G′′ such thatw(P) ≥ d or P is a hamiltonian path inG′′. Then, Lemmas 8.7

and 8.9 imply that there exists an (x, z)-pathQ in G such thatw(Q) ≥ d or Q contains all the

vertices ofV(G′′) ⊇ V(H), which is a required path. �
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8.5 Remarks

Theorem 8.5 is sharp in the following sense. LetG be a complete 3-partite graph with partite

setsV1, V2 andV3 such that|V3| > |V1| + |V2| and |V1| = 2. And letV1 = {x, z} (See Figure

8.1). Now assign weightd/2 to all the edges incident withx or z, and assign weight 0 to all

the other edges. Thendw(u) + dw(v) ≥ 2d for every pair of nonadjacent verticesu andv, but

G contains no (x, z)-path of weight more thand or hamiltonan (x, z)-path.

x z
V1

V2
V3

· · · weightd/2

· · · weight 0

Figure 8.1:

y Kr

x

z

v3

v4

v1

v2

Figure 8.2:

Theorem 8.2 suggests the following problem.

Problem 8.12. Let G be a2-connected weighted graph and d a nonnegative real number. Let

x and z be distinct vertices of G. If dw(u) + dw(v) ≥ 2d for every pair of nonadjacent vertices

u and v in V(G) \ {x, z}, is it true that for any given vertex z of G, G contains an(x, {y}, z)-path

of weight at least d or a hamiltonian(x, {y}, z)-path?

The answer to this problem is negative. LetH = Kr (r ≥ 3) such that{y, v1, v2} ⊆ V(H). Now

let G be a graph such thatV(G) = V(H) ∪ {x, z, v3, v4}, and

E(G) = E(H) ∪ {v1x, v1v3, v2z, v2v4, xy, v3v4}

Now we assign weightd to all the edges incident withv3 or v4, d′ to all the edges incident with

y, and 0 to all the other edges (See Figure 8.2). ThenG satisfies the conditions of Problem

8.12, but ifd > 2d′, G contains no (x, {y}, z)-path of weight≥ d or hamiltonan (x, {y}, z)-path.
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In this example, we can enlarge the weighted degree ofy by adding sufficiently many vertices

to H. Hence it is no use for Problem 8.12 to add weighted degree condition fory.

We conclude this chapter with the following open problem.

Problem 8.13. Let G be a3-connected weighted graph and d a nonnegative real number. Let

x and z be distinct vertices of G. If dw(u) + dw(v) ≥ 2d for every pair of nonadjacent vertices

u and v in V(G)\ {x, z}, is it true that for any given vertex y of G, G contains an(x, {y}, z)-path

of weight at least d?





Chapter 9

Weighed Ramsey problem

(This chapter is based on the paper [21].)

9.1 Introduction

In 2-edge-colored complete graph, by using Ramsey-type theorems, we obtain the existence

of monochromatic subgraph which have many edges compared with its order. In this chapter,

we extend the concept of Ramsey problem to the weighted graphs, and we show the existence

of a heavy monochromatic subgraph in 2-edge-colored graph with small order.

We say that a graphG can bedecomposedinto graphsH1,H2, . . . ,Hl if and only if there

is a set{G1,G2, . . . ,Gl} of subgraphs ofG such that eachGi is isomorphic toHi and each

edge ofG is contained in exactly one of the graphs in{G1,G2, . . . ,Gl}. In this case we also

say that{H1,H2, . . . ,Hl} is adecompositionof G. Especially, we call a decomposition of a

graphG into two weighted graphsRandB a2-edge-coloringof G, so that the edges inRare

colored red, and the edges inB are colored blue. For any subgraphH of a 2-edge-colored

weighted graphG, we define

wR(H) =
∑

e∈E(R)∩E(H)

w(e), wB(H) =
∑

e∈E(B)∩E(H)

w(e).

In [15], some Turán-Ramsey theorems for weighted graphs in which every edge has

weight 0, 1/2 or 1, are considered. And in [6] and [23], there are some results of Turán

problems for weighted graphs, in which the weight of every edge is rational number. In this

chapter we deal with more general weighted graphs, i.e. every nonnegative real number is

allowed for the weights of the edges. And, the aim is to introduce the Weighted Ramsey

Problem, the extension of the Ramsey Problem to the weighted graphs.

67
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Definition 9.1. Let n and s be two integers with n> s ≥ 3. We define WR(s; n) to be the

supremum value c such that for any weighting function w of Kn, and for any2-edge-coloring

R and B of Kn, there exists an induced subgraph H of order s satisfyingmax{wR(H),wB(H)} ≥

c ·w(Kn).

The following proposition shows the relation between the Ramsey numberR(s, s) and the

weighted Ramsey numberWR(s; n).

Proposition 9.2. R(s, s) ≤ n if

WR(s; n) >
s(s− 1)− 2

n(n− 1)
. (9.1)

Proof. Consider a weighted complete graphG of ordern such thatw(e) = 1 for every edgee

in G. By (9.1) and the factw(G) = n(n− 1)/2, we can findH ≃ Ks such that

max{wR(H),wB(H)} >
s(s− 1)− 2

n(n− 1)
· w(G) =

s(s− 1)− 2
2

=
s(s− 1)

2
− 1.

Sincew(e) = 1 for every edge inG, H is a monochromaticKs, which impliesR(s) ≤ n. �

Since max{w(R),w(B)} ≥ w(G)/2 for any 2-edge-coloring of weighted complete graphG

with ordern, we easily obtain the following proposition from the straightforward averaging

argument.

Proposition 9.3.

WR(s; n) ≥
1
2
·

s(s− 1)
n(n− 1)

.
�

On the other hand, the Turán graph and its complement give an upper bound ofWR(s,n).

Proposition 9.4.

WR(s; n) <
s2 − 1

s2 + 1
·

s(s− 1)
n(n− 1)

.

Proof. Let Tr (n) be theTurán graph, the completer-partite graph withn vertices whose

partite sets differ in size by at most 1. Consider the 2-edge-coloring ofKn whereR≃ Ts−1(n)

andB is the complement ofR. Now we assign weight

1
(

s
2

)

− 1
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for every red edge and weight

1
(

s
2

)

for every blue edge. Then max{wR(H),wB(H)} ≤ 1 for every induced subgraphH of orders

and there are
(

1−
1

s− 1
+ f (s,n)

) (

n
2

)

red edges and
(

1
s− 1

− f (s,n)

) (

n
2

)

blue edges, wheref (s,n) is a function such thatf (s,n) > 0 for everys,n and f (s,n) → 0 as

n→ ∞. Hence

w(G) =
2

s(s− 1)− 2
·

(

1−
1

s− 1
+ f (s,n)

) (

n
2

)

+
2

s(s− 1)
·

(

1
s− 1

− f (s,n)

) (

n
2

)

>

(

s2
+ 1

(s− 1)2s(s+ 1)

)

· 2 ·

(

n
2

)

=
s2
+ 1

(s− 1)(s+ 1)
·

n(n− 1)
s(s− 1)

.

Therefore,

WR(s; n) ≤
1

w(G)

<
s2 − 1
s2 + 1

·
s(s− 1)
n(n− 1)

.

�

In this chapter, we determine exact value ofWR(3;n) for n = 5 and 6.

Theorem 9.5. WR(3; 5)= 1/5.

Theorem 9.6. WR(3; 6)= 1/7.

We prove Theorems 9.5 and 9.6 in the later section. By Proposition 9.2, we obtain that

Theorem 9.6 implies the factR(3,3) ≤ 6. Note that Theorem 9.5 implies that the equality

WR(s; n) =
s(s− 1)− 2

n(n− 1)

holds fors = 3 andn = 5. In this sense, we can say that the factR(3,3) > 5 is optimal even

for weighted graphs.

By using Theorem 9.6, we can improve the lower bound ofWR(3;n) in Proposition 9.3.
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Proposition 9.7. If n ≥ 6, then

WR(3;n) ≥
30
7
·

1
n(n− 1)

.

Proof. Let G be a weighted complete graph of ordern. By the straightforward averaging

argument, we obtain the existence of a subgraphG′ ≃ K6 in G such that

w(G′) ≥
30

n(n− 1)
.

Then, it follows from Theorem 9.6 that there exists an induced subgraphH ≃ K3 satisfying

max{wR(H),wB(H)} ≥ w(G′)/7 ≥
30
7
·

1
n(n− 1)

,

which implies the assertion. �

We shall discuss the valueWR(3;n) further in Section 9.5.

9.2 Lemmas

For a graphB, we sayE(B) is connectedif E(B) induces a connected graph. A path with

r vertices is denoted byPr , and the graphK1,r is called astar. In a starK1,r , the vertex of

degreer is called itscenter, and degree 1 itsleaf. The star with the centeru and the leaves

v1, v2, . . . , vr is denoted byu-v1v2 . . . vr . A graph is calledclaw-freeif it contains noK1,3 as

an induced subgraph.

To prove Theorems 9.5 and 9.6, for the technical reason, we consider the following

weighting functions for a given graphB;

W(B) = {w : E(B)→ R+ | w(B′) ≤ 6 for any subgraphB′ of B with |B′| ≤ 3},

and investigate the following invariant.

W(B) = sup{w(B) | w ∈ W(B)}.

Now we prepare some facts and lemmas, which determine the values ofW(B) for several

graphsB. The following fact is obvious, so we omit the proof.

Fact 9.1. Let B be a graph with at most6 vertices. If |E(B)| ≥ 8, then E(B) induces a

connected graph. �
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Lemma 9.8. Let B′ be a subgraph of B, then W(B′) ≤W(B).

Proof. Assume thatw′(B′) > W(B) for somew′ ∈ W(B′). Consider the weighting function

w such thatw(e) = w′(e) if e ∈ B′ andw(e) = 0 if e < B′. Then it is clear thatw(B) = w′(B′) >

W(B) andw ∈ W(B), which contradicts the definition ofW(B). �

Lemma 9.9. If B is an edge-disjoint union of the graphs B1 and B2, then W(B) ≤ W(B1) +

W(B2).

Proof. If w ∈ W(B) andw(B) > W(B1) +W(B2), thenw(Bi) > W(Bi) for i = 1 or 2, which

contradicts the definition ofW(Bi). �

Lemma 9.10. If B is a star K1,r with r ≥ 2, then W(B) = 3r.

Proof. Let u be the center ofB, let v1, v2, . . . , vr be the leaves ofB and letvr+1 = v1. For any

w ∈ W(B), we havew(viuvi+1) ≤ 6 for everyi, where the indexi is taken as modulor. Hence

w(B) =
1
2

r
∑

i=1

w(viuvi+1) ≤
1
2
· 6r = 3r.

The constant weight withw(e) ≡ 3 shows thatW(B) = 3r. �

Lemma 9.11. If B is a cycle with length at least4, then W(B) = 3|E(B)|.

Proof. Let B = v1v2 . . . vr . For anyw ∈ W(B), we havew(vivi+1vi+2) ≤ 6 for everyi, where

the indexi is taken as modulor. Hence

w(B) =
1
2

r
∑

i=1

w(vivi+1vi+2) ≤
1
2
· 6r = 3|E(B)|.

The constant weight withw(e) ≡ 3 shows thatW(B) = 3|E(B)|. �

Lemma 9.12. If B is a complete graph of order n≥ 3, then W(B) = n(n− 1).

Proof. Let T = {T | T is a triangle inB} and letw ∈ W(B). Thenw(T) ≤ 6 for all T ∈ T .

Hence

w(B) =
1

n− 2

∑

T∈T

w(T)

≤
1

n− 2
·

(

n
3

)

· 6

= n(n− 1).

The constant weight withw(e) ≡ 2 shows thatW(B) = n(n− 1). �
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Lemma 9.13. If C is a cycle of length r≥ 4 and B= K1 +C, then W(B) = 9r/2.

Proof. Let C = v1v2 . . . vr and letu be the vertex ofV(B) \ V(C). Moreover, letTi be the

triangleuvivi+1, where the indicesi and j are taken as modulor. If w ∈ W(B), then by

Lemma 9.11, we havew(C) ≤ 3r. Hence,

W(B) ≤ w(B)

=
1
2

(

r
∑

i=1

w(Ti) + w(C)
)

≤
1
2
· (6r + 3r)

≤
9
2

r.

On the other hand, there isw ∈ W(B) such thatw(e) = 3 for everye ∈ E(C) andw(e) = 3/2

for all the other edges. This showsW(B) = 9r/2. �

Lemma 9.14. If B ≃ K6 − E(3K2), then W(B) = 24.

Proof. Let E(B) = {a1b1, a2b2, a3b3}. ThenB can be decomposed into four trianglesa1a2a3,

a1b2b3, b1a2b3 andb1b2a3. For anyw ∈ W(B), each of them has weight at most 6, hence we

havew(B) ≤ 24. The constant weight withw(e) ≡ 2 shows thatW(B) = 24. �

Las Vergnas [26] and Sumner [32] proved that every connected claw-free graph of even

order has a 1-factor. Since the line graph of any graph is claw-free, we obtain that ifB is a

connected graph with|E(B)| even, then its line graph has a 1-factor. This implies the following

fact.

Fact 9.2. Let B be a connected graph with|E(B)| even. Then B can be partitioned into

|E(B)|/2 pairs of adjacent edges. �

And, the following fact is easily obtained from Fact 9.2.

Fact 9.3. Let B be a connected graph with|E(B)| odd. Then B can be partitioned into an

edge and(|E(B)| − 1)/2 pairs of adjacent edges. �

Using these facts, we obtain the following lemma.

Lemma 9.15. Suppose that B is a connected graph. If B is a tree with a perfect matching,

then W(B) = 3|E(B)| + 3. Otherwise, W(B) ≤ 3|E(B)|.
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Proof. If |E(B)| is even, thenB can be decomposed into|E(B)|/2 edge-disjointP3s. Hence,

by Lemma 9.9,W(B) ≤ (|E(B)|/2)W(P3) = 3|E(B)|.

Suppose that|E(B)| is odd. SinceB can be decomposed into (|E(B)| − 1)/2 edge-disjoint

P3s and oneK2, then by Lemma 9.9 again, we haveW(B) ≤ ((|E(B)|−1)/2)W(P3)+W(K2) =

3(|E(B)|−1)+6 = 3|E(B)|+3. In fact, whenB is a tree with a perfect matchingM, if we assign

w(e) = 6 for e∈ M andw(e) = 0 for e< M, thenw ∈ W(B) andw(B) = 3|V(B)| = 3|E(B)|+3,

which shows thatW(B) = 3|E(B)| + 3.

Suppose next thatB is a tree without perfect matchings. Recall that|V(B)| = |E(B)| + 1 is

even. Then, there exists a vertexv such thatB− v contains at least three odd componentsB1,

B2 andB3. Letvi be the neighbor ofv in Bi for i = 1,2,3. It is easy to see that each component

of B− {vv1, vv2, vv3} has even number of edges. This implies thatB can be decomposed into

(|E(B)| − 3)/2 edge-disjointP3s and oneK1,3. By Lemmas 9.9 and 9.10, we have

W(B) ≤ ((|E(B)| − 3)/2)W(P3) +W(K1,3) = 3(|E(B)| − 3)+ 9 = 3|E(B)|.

Suppose thatB contains a cycle. We use induction on|E(B)| to prove thatW(B) ≤ 3|E(B)|.

Let C be a cycle inB. If B = C itself, then by Lemma 9.11, we haveW(B) ≤ 3|E(B)|. Let T

be a unicyclic spanning subgraph ofB such thatC ⊆ T. SinceB , C, we can take a leafu of

T which is farthest fromC in T. If there are two edgesuu1 anduu2 in E(B) \ E(T), then let

B′ = B− {uu1, uu2}. SinceB′ is connected andC ⊆ B′, by the induction hypothesis, we have

W(B′) ≤ 3|E(B′)|. Then, it follows thatW(B) ≤ W(B′) +W(P3) ≤ 3|E(B′)| + 6 = 3|E(B)|.

Similarly, if we can take aP ≃ P3 containingu such thatE(P) ∩ E(C) = ∅ andE(B) \ E(P)

induces a connected subgraph, then by induction, we haveW(B) ≤ W(B− E(P)) +W(P) ≤

3(|E(B)| − 2)+ 6 = 3|E(B)|. This is the case unlessdB(u) = 1 and the unique neighborv of u

in B is in C anddT (v) = 3. In this case, letv1 andv2 be the neighbor ofv in C. It is easy to see

thatB− {vu, vv1, vv2} is connected. This implies thatB can be decomposed into (|E(B)| −3)/2

edge-disjointP3s and oneK1,3. By Lemmas 9.9 and 9.10, we have

W(B) ≤ ((|E(B)| − 3)/2)W(P3) +W(K1,3) = 3(|E(B)| − 3)+ 9 = 3|E(B)|.

�
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9.3 Proof of Theorem 9.5

Let G be a 2-edge-colored complete graph with 5 vertices. If each edge ofG has weight

3 andR ≃ B ≃ C5, thenw(G) = 30 and max{wR(H),wB(H)} ≤ 6 = w(G)/5 for every

triangle H in G, hence we haveWR(3; 5) ≤ 1/5. To prove the lower bound, we assume

max{wR(T),wB(T)} ≤ 6 for every triangleT in G. Namely, the restricted weightingsw|E(R)

andw|E(B) are contained inW(R) andW(B), respectively. Then it suffices to prove thatw(G) ≤

30. If G has no monochromaticK3, It is easy to see thatR ≃ B ≃ C5. Then Lemma 9.11

implies thatw(R) ≤ 15 andw(B) ≤ 15, hence we obtainw(G) = w(R) + w(B) ≤ 30. So we

may assume that there exists a monochromatic triangle inG.

Now we consider the case whereG has a monochromatic 2K2 + K1. Without loss of

generality we may assume that 2K2 + K1 ⊆ B. Note thatR ⊆ C4. If R ≃ K2 or P3, we have

w(R) ≤ 6, and Lemmas 9.8 and 9.12 implyw(B) ≤ 20. Hencew(G) = w(R) + w(B) ≤ 30.

Otherwise, 2K2 ⊆ R. ThenB ⊆ C4 + K1, so Lemmas 9.8 and 9.13 imply thatw(B) ≤ 18.

On the other hand, sinceR ⊆ C4, we havew(R) ≤ 12 by Lemmas 9.8 and 9.11. Thus

w(G) = w(R) + w(B) ≤ 30.

Therefore, we may assume thatG has a monochromaticK3 but no monochromatic 2K2 +

K1. Without loss of generality we may assume thatK3 ⊆ B. Since 2K2 + K1 * B, we have

|E(R)| ≥ 3.

In case of|E(R)| = 3, R ≃ P4,K1,3,K3 or P3 ∪ K2. By Lemmas 9.9 and 9.15, we obtain

w(R) ≤ 12 in each case. LetB′ be a graph obtained fromB by deleting the edges of a triangle

in B. Then|E(B′)| = 4 andE(B′) must be connected, hence Lemma 9.15 showsw(B′) ≤ 12,

which impliesw(B) ≤ 18. Thusw(G) = w(R) + w(B) ≤ 30. In case of|E(R)| = 4, E(R)

must be connected, hence Lemma 9.15 implies thatw(R) ≤ 12. Since|E(B)| = 6, E(B)

is also connected, hence it follows from Lemma 9.15 thatw(B) ≤ 18. Therefore, we have

w(G) = w(R) + w(B) ≤ 30.

If |E(R)| = 5, then 3K2 * R and 3K2 * B. Hence Lemma 9.15 impliesw(R),w(B) ≤ 15,

thus we havew(G) = w(R) + w(B) ≤ 30. If |E(R)| = 6, sinceE(R) is connected, we have

w(R) ≤ 18 by Lemma 9.15. IfE(B) is connected, Lemma 9.15 impliesw(B) ≤ 12, and

otherwiseB ≃ K2 ∪ K3, sow(B) ≤ 12. Thus we havew(G) ≤ 30. And if |E(R)| = 7, Lemma

9.15 impliesw(R) ≤ 21. Now the factB ≃ K3 showsw(B) ≤ 6, hence we havew(G) ≤ 30.

This completes the proof of Theorem 9.5. �
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9.4 Proof of Theorem 9.6

Let G be a 2-edge-colored complete graph with 6 vertices andR ≃ 3K2. If each edge ofR

has weight 6 and each edge ofB has weight 2, thenw(G) = 42 and max{wR(H),wB(H)} ≤

6 = w(G)/7 for every triangleH in G. Hence we haveWR(3; 5) ≤ 1/7. To prove the

lower bound, as in the proof of Theorem 9.5, we assumew|E(R) ∈ W(R) andw|E(B) ∈ W(B),

and then it suffices to provew(G) ≤ 42. Without loss of generality, we may assume that

|E(R)| < 8 ≤ |E(B)|.

Case 1. |E(R)| ≤ 2.

In this case it is obvious thatw(R) ≤ 12, and Lemmas 9.8 and 9.12 imply thatw(B) ≤ 30,

hencew(G) ≤ 42.

Case 2. |E(R)| = 3.

In this case,R ≃ P4, K1,3, K3, P3 ∪ K2 or 3K2. If R ; 3K2, then we obtainw(R) ≤ 12 by

Lemmas 9.9 and 9.15. On the other hand, Lemmas 9.8 and 9.12 imply thatw(B) ≤ 30, thus

we havew(G) ≤ 42. If R ≃ 3K2, thenw(R) ≤ 18. Since Lemma 9.14 impliesw(B) ≤ 24, we

obtainw(G) ≤ 42.

Case 3. |E(R)| = 4.

Since|E(B)| = 11, there exists a triangle inB, sayT. Let B′ = B − E(T), then it follows

from Fact 9.1 thatE(B′) is connected. Hence Lemma 9.15 impliesw(B′) ≤ 24. Thus we have

w(B) = w(B′) + w(T) ≤ 30.

Now suppose thatE(R) is connected. Then by Lemma 9.15, we havew(R) ≤ 12, which

impliesw(G) ≤ 42. Hence we may assume thatE(R) is not connected, thenR≃ 2P3, K2∪K3,

K2 ∪ K1,3, or K2 ∪ P4. If R ≃ 2P3 or K2 ∪ K3, then Lemmas 9.9 and 9.15 implyw(R) ≤ 12,

hencew(G) ≤ 42. If R≃ K2 ∪ K1,3, we havew(R) ≤ 15 by Lemma 9.10. Letv1 andv2 be the

vertices ofK2, let v3 be the center ofK1,3, and letv4, v5, v6 be leaves ofK1,3 in R. ThenB can

be decomposed into two trianglesv1v4v6, v2v5v6 and a cyclev1v3v2v4v5. Hence by Lemma

9.11, we obtainw(B) ≤ 27, which impliesw(G) ≤ 42. If R ≃ K2 ∪ P4, by Lemma 9.15,

we havew(R) ≤ 18. SinceB ⊆ K6 − E(3K2), we havew(B) ≤ 24 by Lemmas 9.8 and 9.14,

thereforew(G) ≤ 42. �
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Case 4. |E(R)| = 5.

Since|E(B)| = 10, there exists a triangle inB, sayT. Let B′ = B− E(T). Since|E(B′)| = 7

andB′ is a graph obtained by deleting a triangle fromB, B′ is connected. Hence we have

w(B′) ≤ 21 by Lemma 9.15. Thusw(B) = w(B′) + w(T) ≤ 27. If w(R) ≤ 15, we are done,

so we assume thatw(R) > 15. Now Lemma 9.15 implies that one of the component ofR is

a tree with a perfect matching. Considering|E(R)| = 5, we havew(R) ≤ 18 and 3K2 ⊆ R by

Lemma 9.15. ThenB ⊆ K6 − E(3K2), hence by Lemmas 9.8 and 9.14 we havew(B) ≤ 24,

which impliesw(G) ≤ 42. �

Case 5. |E(R)| = 6.

First assume thatE(R) is not connected, thenR ≃ K2 ∪ K−4 (K−4 is the graph obtained from

K4 by deleting just one edge) or 2K3. If R ≃ K2 ∪ K−4 , then the factK−4 ⊆ K4 and Lemmas

9.8 and 9.12 imply thatw(R) ≤ 6+ 12= 18. Letv1 andv2 be vertices ofK2, andv3, v4, v5, v6

be vertices ofK−4 in R such thatv3v4 < E(R). ThenB has a triangleT = v1v3v4. Let B′ =

B− E(T), thenE(B′) is connected and|E(B′)| = 6, hence Lemma 9.15 impliesw(B′) ≤ 18.

Thusw(B) ≤ 24, which impliesw(G) ≤ 42. In case ofR ≃ 2K3, we havew(R) ≤ 12. Now

B ≃ K3,3, hence Lemma 9.15 impliesw(B) ≤ 27. Therefore we havew(G) ≤ 42.

In the case whereE(R) is connected, by Lemma 9.15, we havew(R) ≤ 18. SinceB ; K3,3

and |E(B)| = 9, there exists a triangleT in B. Let B′ = B − E(T), then |E(B′)| = 6. So if

we changeB′ into R and use the same argument as above, we obtainw(B′) ≤ 18. Hence

w(B) ≤ 24, this impliesw(G) ≤ 42. �

Case 6. |E(R)| = 7.

In case ofR is not connected,R ≃ K2 ∪ K4. Hence Lemmas 9.9 and 9.15 implyw(R) ≤ 18.

And if R is connected, Lemma 9.15 implies thatw(R) ≤ 21. Now suppose thatBhas a triangle

T and letB′ = B− E(T). If w(B′) ≤ 15, we havew(B) ≤ 21, this impliesw(G) ≤ 42. Hence

we may assume thatw(B′) > 15, then Lemma 9.15 implies thatw(B′) ≤ 18 andB′ contains

3K2. Let F1, F2 andF3 be the components of 3K2 in B′, then each of them must contain

just one vertex ofT. Let F1 = a1b1, F2 = a2b2, F3 = a3b3. Without loss of generality,

we may assume thatT = a1a2a3. Let H be a graph such thatV(H) = {a1, a2, a3, b1, b2, b3}

and E(H) = E(T) ∪ E(F1) ∪ E(F2) ∪ E(F3), thenR ⊆ H. SinceH can be decomposed
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into three trianglesa1b2b3, b1a2b3 andb1b2a3, we havew(R) ≤ 18 by Lemma 9.8. Now

w(B) = w(B′) + w(T) ≤ 18+ 6 = 24. Hencew(G) ≤ 42, therefore we may assume thatB is

triangle-free.

Next, suppose thatB has aC5, sayC. SinceB is triangle-free, there is no chord inC.

Hence the vertex which is not inC must adjacent to three vertices of theC, however this

makes triangle inB, a contradiction.

Therefore, we may assume thatB is bipartite. It follows from the factE(B) is connected

and Lemma 9.15 thatw(B) ≤ 24. If B ⊆ K3,3, thenR can be decomposed into two triangles

and aK2. Hencew(R) ≤ 18, which impliesw(G) ≤ 42. Otherwise,B ≃ K2,4. ThenR can be

decomposed into aK4 and aK2. Hence by Lemma 9.12 we havew(R) ≤ 18, which implies

w(G) ≤ 42. This completes the proof of Theorem 9.6. �

9.5 Weighted Ramsey number for large graphs

In this section, we observe the relation between the valueWR(3;n) and the number of edge-

disjoint monochromatic triangles in 2-edge-colored graphs withn vertices, for sufficiently

largen. Let N(n, k) be the minimum number of pairwise edge-disjoint monochromatic com-

plete subgraphsKk in any 2-edge-coloring of aKn.

Proposition 9.16.

WR(3;n) ≥
4

n2 − 2N(n,3)+ n
.

Proof of Proposition 9.16.Let G be a 2-colored graph withn vertices and setm = N(n,3).

As in the proofs of Theorems 9.5 and 9.6, we assume max{wR(T),wB(T)} ≤ 6 for every

triangleT in G and prove that

w(G) ≤ 3n2/2− 3m+ 3n/2.

LetT be a set of edge-disjoint monochromatic triangles of cardinalitym, E(T ) =
⋃

T∈T E(T),

R′ be the graph induced byE(R) \ E(T ) andB′ be the graph induced byE(B) \ E(T ). Since

both ofR′ andB′ have at mostn/2 components, using Facts 9.2 and 9.3, we can find (|E(R′)|+

|E(B′)| − l)/2 pairwise edge-disjoint monochromatic paths of length two inR′∪B′, wherel ≤

2·n/2 = n. LetP be the set of such paths,E(P) =
⋃

P∈P E(P), andI = E(G)\ (E(T )∪E(P)).
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Then|I | = l ≤ n and

|P| =
|E(G)| − |E(T )| − |I |

2

≥

n(n−1)
2 − 3m− l

2

≥
n2 − 6m− 3n

4
.

Therefore,

w(G) =
∑

T∈T

w(T) +
∑

P∈P

w(P) +
∑

e∈I

w(e)

≤ 6|T | + 6|P| + 6|I |

≤ 6m+ 6 ·
n2 − 6m− 3n

4
+ 6n

=
3
2

n2 − 3m+
3
2

n.

Then,

WR(3;n) ≥
6

w(G)
=

4
n2 − 2N(n; 3)+ n

.

�

In [14], considering the Turán graphT2(n) and its complement, the following conjecture is

given.

Conjecture 9.17 (Erdős).

N(n,3) =

(

1
12
+ o(1)

)

n2.

If this conjecture is true, then Proposition 9.16 implies

WR(3;n) ≥
4

n2 − 2
(

1
12 + o(1)

)

n2

=

(

24
5
+ o(1)

)

1
n2
.

The coefficient ofn−2 in this lower bound is the same as the coefficient of n−2 in the upper

bound of Proposition 9.4 fors= 3. Considering this, we state the following conjecture.

Conjecture 9.18.

WR(3;n) =

(

24
5
+ o(1)

)

1

n2
.
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Recently, about the lower bound ofN(n,3), Keevash and Sudakov showed the following

result.

Theorem 9.19 (Keevash and Sudakov [25]).

N(n,3) ≥

(

1
12.89

+ o(1)

)

n2.

By using Proposition 9.16, we have

WR(3;n) ≥
4

n2 − 2
(

1
12.89 + o(1)

)

n2

=

(

51.56
10.89

+ o(1)

)

1
n2

≥ (4.73+ o(1))
1

n2
.

which improves the lower bound in Proposition 9.7.
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[7] V. Chvátal and P. Erdős, A note on Hamiltonian circuits,Discrete Math.2 (1972), 111–

113.

[8] G.A. Dirac, Some theorems on abstract graphs,Proc. London Math. Soc. (3)2 (1952),

69–81.

[9] Y. Egawa, R. Glas and S.C. Locke, Cycles and paths through specified vertices ink-

connected graphs,J. Combin. Theory Ser. B52 (1991), no. 1, 20–29.

[10] H. Enomoto, Long paths and large cycles in finite graphs,J. Graph Theory8 (1984),

287-301.

[11] H. Enomoto, Personal communication.

81



82 BIBLIOGRAPHY

[12] H. Enomoto, J. Fujisawa and K. Ota, Aσk type condition for heavy cycles in weighted

graphs, to appear in Ars Combin.

[13] H. Enomoto, J. Fujisawa and K. Ota, Ore-type degree condition for heavy paths in

weighted graphs, preprint.
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