
 

 

 

 
A Study of Optical Topography for Imaging Human Brain Functions:  

Evaluation of Activation Signals and Its Methodological Improvement 
 

 

 

 

 

 

 

 

March 2006 

 

 

Hiroki Sato 



 

Contents 

 

Abstract________________________________________________________________ iv 

1. Introduction _______________________________________________________ 1 

1.1 Noninvasive imaging methods for human brain functions _________________ 1 

1.2 Development of OT from NIRS _________________________________________ 8 
1.2.1 Principles of NIRS in Detecting Activation Signals____________________ 9 
1.2.2 From NIRS to OT_________________________________________________ 13 

1.3 Random factors causing fluctuations in the OT activation signals _________ 19 

2. Within-Subject Reproducibility of Activation Signals _____ 32 

2.1 Introduction _________________________________________________________ 32 

2.2 Methods ____________________________________________________________ 33 
2.2.1 Subject __________________________________________________________ 33 
2.2.2 OT measurement _________________________________________________ 34 
2.2.3 Task paradigm ___________________________________________________ 35 
2.2.4 Data analysis ____________________________________________________ 36 

2.3 Results and Discussion _______________________________________________ 40 
2.3.1 General aspects of reproducibility __________________________________ 40 
2.3.2 Reproducibility of spatial information ______________________________ 41 
2.3.3 Reproducibility of signal amplitude_________________________________ 44 
2.3.4 Reproducibility of temporal information ____________________________ 46 

2.4 Conclusion __________________________________________________________ 49 

3. Inter-Subject Generality of Activation Signals _____________ 51 

3.1 Introduction _________________________________________________________ 51 

3.2 Methods ____________________________________________________________ 51 
3.2.1 Subjects _________________________________________________________ 51 
3.2.2 OT measurement _________________________________________________ 52 

i 

  

 



 

3.2.3 Task paradigm ___________________________________________________ 52 
3.2.4 Data analysis ____________________________________________________ 53 

3.3 Results and Discussion _______________________________________________ 54 
3.3.1 Occurrence probability of typical activation pattern__________________ 54 
3.3.2 Variability of activation pattern____________________________________ 61 

3.4 Conclusion __________________________________________________________ 67 

4. Reducing Fluctuations in the Background Functions by 

Devising Task-Paradigm____________________________________________ 69 

4.1 Introduction _________________________________________________________ 69 

4.2 Methods ____________________________________________________________ 71 
4.2.1 Subject __________________________________________________________ 71 
4.2.2 Auditory stimuli __________________________________________________ 71 
4.2.3 Task paradigm ___________________________________________________ 72 
4.2.4 Experimental procedures __________________________________________ 74 
4.2.5 OT procedures____________________________________________________ 75 
4.2.6 Data analyses ____________________________________________________ 77 

4.3 Results and Discussion _______________________________________________ 79 
4.3.1 Task performance ________________________________________________ 79 
4.3.2 Mapping the difference between the story and repeat tasks___________ 80 
4.3.3 Spatial registration _______________________________________________ 81 
4.3.4 Hemodynamic differences between the story and repeat runs _________ 83 
4.3.5 Relationships between ∆C’oxy and ∆C’deoxy dynamics __________________ 85 
4.3.6 Laterality ________________________________________________________ 86 

4.4 Conclusion __________________________________________________________ 90 

5. Reducing System-related Noise by Wavelength Selection 92 

5.1 Introduction _________________________________________________________ 92 

5.2 Methods ____________________________________________________________ 96 
5.2.1 Subjects and measurement paradigm_______________________________ 96 
5.2.2 NIRS measurement _______________________________________________ 99 
5.2.3 Data analysis ___________________________________________________100 

5.3 Results and Discussion ______________________________________________ 101 
5.3.1 Detected power of reflected light __________________________________101 

ii 

  

 



 

5.3.2 Signal time course _______________________________________________103 
5.3.3 Activation-signal amplitude ______________________________________107 
5.3.4 Wavelength-dependence of spatial sensitivity ______________________111 
5.3.5 Noise levels in ∆C'oxy and ∆C'deoxy __________________________________114 
5.3.6 Signal-to-noise ratio _____________________________________________116 

5.4 Conclusion _________________________________________________________ 119 

6. Conclusion _______________________________________________________ 121 

6.1 Conclusions ________________________________________________________ 121 

6.2 Prospects___________________________________________________________ 124 

Acknowledgements _________________________________________________ 128 

References____________________________________________________________ 130 

Publication List _____________________________________________________ 138 

 

iii 

  

 



 

Abstract 

 

 

Optical topography (OT) is a noninvasive modality that is used to image 

human brain functions. This technique is based on near-infrared spectroscopy 

(NIRS), and involves the measurement of two hemoglobin (Hb) signals (∆C’oxy and 

∆C’deoxy). Although this technique has been validated under certain specific 

conditions based on simulation and phantom studies, a number of random factors 

may cause fluctuations in the activation signals during practical measurements in 

the human brain. This study evaluates the activation signals measured by OT under 

the present conditions and aims to reduce the effects of some random factors on the 

signals, thereby improving the existing OT system to a more practical and complete 

imaging method. 

Chapter 1 presents an introduction to OT and outlines the random factors 

that could probably cause fluctuations in the activation signals under the present 

conditions. 

Chapters 2 and 3 provide information on the reproducibility of the activation 

signals, which is considered as an overall signal that may include fluctuations 

caused by all the random factors. First, chapter 2 reports the within-subject 
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reproducibility of the activation signals during the imaging of sensorimotor 

activations in the same subject, 6 months after the initial session. This study 

demonstrates a high reproducibility of the fundamental activation pattern (a 

positive ∆C’oxy and a negative ∆C’deoxy), the location of the activation area, and the 

temporal dynamics (time courses) of the activation signals; however, the signal 

amplitudes were not consistent between the two sessions. The result emphasizes 

that the time course of the activation signal is particularly useful for assessing 

activation. Second, chapter 3 reports the reproducibility (generality) of the 

fundamental activation pattern in 31 subjects by applying the same paradigm as 

described in chapter 2. In this case, 90% of the subjects with similar locations of the 

activation area showed a positive ∆C’oxy, thereby suggesting that a positive ∆C’oxy is 

the most useful common parameter for detecting activation signals in different 

subjects. In addition, the high reproducibility of the location of activation areas 

observed in these two studies demonstrates the efficacy of the 10–20 system in 

determining the locations of the probe positions. 

Chapters 4 and 5 present studies describing possible solutions for the effects 

of some random factors. Chapter 4 describes a solution for the fluctuation caused due 

to background functions such as attention. The fluctuation that is caused due to 

background functions rather than due to the targeted function is a serious problem 
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because rest periods essentially serve as the baseline, although there is no inherent 

baseline state in the brain. In this study, a dichotic listening task that controlled the 

subjects’ attention was used at every stage to detect an intact activation signal from 

the targeted cognitive process of the speech recognition. The results showed a 

localized activation signal that is consistent with the results from a previous 

cognitive study; this demonstrates the efficacy of a devising task-paradigm in 

reducing the fluctuation due to background functions in OT. Chapter 5 reports a 

study that examines the practical relevance of wavelength selection in reducing the 

system-related noise of activation signals. Although optimal wavelength pairs can be 

proposed on the basis of theoretical estimations, the wavelength range should be 

limited based on the actual optical properties of the subject’s head. To identify the 

optimal wavelength for pairing with a wavelength of 830 nm, the activation signals 

were practically examined at the possible wavelengths of 678, 692, 750, and 782 nm. 

The results demonstrate that the 692- and 830-nm pair produces the highest 

common signal-to-noise ratio. 

Finally, the findings obtained from studies reported in chapters 2–5 are 

summarized in chapter 6 as the conclusion. Moreover, I have proposed a novel 

approach for improving the OT system in order to render it more useful and 

effective. 
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Chapter 1 

1. Introduction 

 

 

1.1 Noninvasive imaging methods for human brain functions 
 

The recent development of noninvasive techniques for imaging brain 

functions has advanced our knowledge regarding human brain mechanisms and 

cognitive abilities. There are two main approaches for the noninvasive imaging of 

brain functions: One measures the primary electrical signals originating from neural 

activity, and the other measures the secondary metabolic/vascular signals induced 

by the neural activity.1 Electroencephalography (EEG)2 and 

magnetoencephalography (MEG)3, 4 are the techniques that use the former approach, 

and functional magnetic resonance imaging (fMRI)5-7 and optical topography (OT)8, 9 

based on near-infrared spectroscopy (NIRS) are representatives of the latter 

approach (Table 1.1). Each technique has different characteristics with regard to 

spatial and temporal resolutions (Fig. 1.1).  

Electrophysiological methods such as EEG and MEG are used to measure the 

electromagnetic signals that originate from the summation of electrical events in 

individual cells. These methods have the significant advantage of good temporal 

resolution, but they typically suffer from poor spatial resolution. 
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Chapter 1 

Table 1.1 Measurements in noninvasive functional imaging methods 

Imaging method Measurement target and physiological parameters 

EEG 
Electrical signal originating from the summation of neural 
activities 

MEG 
Magnetic signal originating from the summation of neural 
activities 
(limited to signals from the sulci but not the gyri)4 

fMRI  
(BOLD signal) 

Intensity change in the magnetic resonance signal due to 
change in cerebral blood oxygenation (concentration change in 
deoxygenated hemoglobin) in a voxel (millimeter order) of the 
brain 

OT 
(Hb signals) 

Intensity change in the transparent lights due to changes in 
cerebral blood oxygenation (concentration changes in 
oxygenated and deoxygenated hemoglobin) in an area (between 
the source and detector; centimeter order) of the cerebral cortex 

 

Although dipole estimation has been applied in both EEG and MEG analyses to 

determine the original site of activation, it may lead to a wrong conclusion because 

in practice, it is difficult to solve the inverse problems. In particular, the estimation 

of activation sources in the EEG signal is almost impossible because the electrical 

signal spreads attenuated by tissues such as the cerebrospinal fluid and skull that 

have different electrical conduction rates. Although the MEG signal has uniform 

transparency for the tissue layers and it is possible to achieve a spatial resolution of 

the millimeter order in a specific case,4 the magnetic signal attenuates in inverse 

proportion to the square of the distance (depth); therefore, estimation of the 

activation source in a deep area is difficult. In addition, MEG cannot clarify the 
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spatial extent of an activation area, and it can measure signals only from the sulci 

but not the gyri.4 Accordingly, it is difficult to correlate these signals with defined 

anatomical structures and may be inappropriate for functional imaging at present. 

On the other hand, another group of imaging techniques measures the 

metabolic or vascular changes induced by the neural activity. At present, fMRI could 

be the most important method [positron emission tomography (PET) is not described 

here because it is an invasive technique]. After the fMRI method (which is sensitive 

to blood oxygenation level; blood oxygenation level-dependent signal: BOLD signal) 

was developed in 1990,5-7 many fMRI studies have been conducted worldwide. 

Although the technique measures more indirect signals (secondary signals induced 

by the neural activity), it offers significant advantages—better spatial resolution 

and good delineation of the spatial extent of the activation area. In particular, fMRI 

has an excellent spatial resolution of the millimeter order and can even produce 

anatomical images. A recent study succeeded in imaging ocular dominance columns 

with an in-plane resolution of 0.47 × 0.47 mm.10 Due to the excellent spatial 

resolution and anatomical information provided by fMRI, this technique has often 

been used as the standard method for functional studies. 
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Fig. 1.1 Rough estimation of the temporal and spatial resolutions in noninvasive functional 

imaging methods

*1  Sampling periods can be shorter depending on the measurement 
parameters, but the temporal resolution would be of the second order 
considering the speed of the vascular response accompanying the neural 
activity. 

*2  Potential spatial resolution would be of the millimeter order if an inverse 
problem were solved in order to identify an activation source. However, 
reconstruction of the activation source is difficult due to some reasons 
(inability in estimating the size of the activation area, difficulty in 
detecting activation in a deep region, and practical inability of 
measuring the activation in a gyrus).4 

*3  Estimation of the activation area is currently impossible using an EEG 
signal because the electrical signal is attenuated by tissues with 
different electrical conduction rates.2 
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OT is another imaging technique included in this group; it is a noninvasive 

modality for functional mapping with multiple measurement positions and was more 

recently developed from the NIRS technique.8, 9, 11, 12 Two hemoglobin (Hb) signals 

originating from changes in the concentration of oxygenated hemoglobin (oxy-Hb) 

and deoxygenated hemoglobin (deoxy-Hb) in the cerebral cortex—oxy-Hb and 

deoxy-Hb signals—are measured by OT for imaging brain activation (see section 1.2 

for more details). The measurement concept of OT is based on the common theory of 

fMRI, that is, regional cerebral blood flow (rCBF) and regional cerebral blood volume 

(rCBV) significantly increase as a result of the neural activity.1 According to a study 

that examined the coupling between rCBF and cerebral metabolic rate of oxygen 

(CMRO2) by using PET, a stimulus-induced focal change in the rCBF (mean, 29%) 

exceeded the concomitant local increase in the CMRO2 (mean, 5%).13 This suggests 

that more oxygen is usually supplied to the activated region than is actually 

required. Accordingly, the oxy-Hb signal should increase and the deoxy-Hb signal 

should decrease in the veins and capillaries in the corresponding area of activation. 

In an fMRI study, activation is assessed by the BOLD signal, which varies according 

to changes in paramagnetic deoxy-Hb. Therefore, this oxygen metabolism in the 

activation region is the physiological basis of functional signals in both fMRI and OT 

measurements. 
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Chapter 1 

The two imaging methods—fMRI and OT—have been compared with respect 

to some features (Table 1.2). The most important advantage of fMRI over OT is the 

provision of excellent spatial resolution along with accurate anatomical information, 

as mentioned above. In addition, the presence of a standard analytical method 

(statistical parametric mapping: SPM; www.fil.ion.ucl.ac.uk/spm) should contribute 

to the success of fMRI. On the other hand, OT also has several advantages over fMRI 

and other functional mapping techniques. First, OT imposes less physical 

constraints on the subject than fMRI. This enables the measurement of brain 

functions in a subject under normal conditions rather than experimental conditions. 

The safety of OT was confirmed by a direct experiment in which the temperature 

rise on the skin surface was measured.8, 14 In conjunction with its high safety, this 

advantage enables the use of OT for imaging the brain functions of healthy infants.15, 

16 In addition, the portable compact system enables easy measurement of the brain 

function of patients confined to bed and healthy subjects in various 

environments.17-19 Second, OT does not generate any measurement noise that could 

interfere with any auditory stimuli, whereas fMRI is accompanied by a loud 

scanning noise. This advantage of OT enables researchers to conduct studies using 

sound stimuli, particularly measurements of auditory function, under strictly 

controlled conditions. The lower expenditure associated with the use of OT than of 
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fMRI could also contribute to widening the application of OT. Moreover, the 

measurability of the two signals originating from oxy-Hb and deoxy-Hb in the 

cerebral cortex is helpful in elucidating the mechanism underlying the physiological 

changes produced by the neural activity. Thus, OT is expected to introduce a new 

dimension for imaging human brain functions, albeit with certain limitations such 

as restriction of the measurable area to the cortical surface and lower spatial 

resolution than that of fMRI. 

This study aims to improve the OT system as a more useful and practical 

complete imaging method for human brain functions. The subsequent chapters 

(chapters 2–5) describe the evaluations of the activation signals (Hb signals in 

response to a stimulus or a task) and the attempts made to reduce the fluctuations 

caused by some random factors in order to achieve a more sensitive measurement of 

human brain functions (see section 1.3). 
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Table 1.2 Comparison of the characteristics of BOLD fMRI and OT 

 BOLD fMRI OT 

Subject’s 
state 

 Lies in the supine position 
 Head cannot be moved 
 Loud scanning noise 

 No restrictions on position 
 Wears a probe cap with 

optical fibers (tolerance for 
some movements) 
 No measurement noise 

Measurement 
system 

 Large (requires an MRI 
room) 
 Costs: ¥ 300,000,000 ~ 
 Recurring running cost (for 

helium) 

 Compact and portable 
 Costs: ¥ 30,000,000 ~  
 No running cost 

Spatial 
information 

 Millimeter order with 
accurate anatomical image 

 Centimeter order with no 
anatomical image 

Temporal 
information 

 Seconds order 
 Seconds order (sampling 

period can be 100 ms) 

Measurement 
target 

 BOLD signals 
(paramagnetic deoxy-Hb 
signals) 

 Hb signals (oxy-Hb and 
deoxy-Hb signals) 

Analysis 
method 

 Standard analytical method: 
SPM (statistical parametric 
mapping) 

 No standard analytical 
method: 

 

 

1.2 Development of OT from NIRS 

 

In this section of chapter 1, the technological principle of NIRS and OT used 

for measuring human brain activation is reviewed along with an introduction to the 

conventional OT system, which was commercially available between 1999 and 2001. 
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Chapter 1 

1.2.1 Principles of NIRS in Detecting Activation Signals 

NIRS was first developed for monitoring cerebral oxygenation.20-25 Its ability 

to measure the secondary metabolic signals induced by the neural activity was 

demonstrated later.26-30 This thesis focuses on the OT method, which is used to 

measure the product of the optical path length and the concentration change in 

oxy-Hb (oxy-Hb signal: ∆C’oxy) and deoxy-Hb (deoxy-Hb signal: ∆C’deoxy) in the 

cerebral cortex in order to image brain activation. Since the OT system has been 

developed as a commercial product, its use has spread not only to the medical field 

but also to various other areas of research. 

  The basic principle of NIRS for functional measurements of the human brain 

is based on the modified Beer-Lambert law,31 which expresses the relationship 

between light attenuation and the concentration of the absorber in a light-scattering 

medium such as the living body. The original Beer-Lambert law can be applied only 

to a non-scattering medium.  

In the measurement technique adopted in this study, a combination of the 

modified Beer-Lambert law and dual-wavelength spectrophotometry has been used 

to measure the Hb signals (products of the effective optical path length and the 

changes in the concentrations of oxy-Hb and deoxy-Hb) that accompany brain 

activation.9 
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The Hb signals (∆C’oxy and ∆C’deoxy) are expressed as the product of t

concentration changes (∆Coxy and ∆Cdeoxy) and the indefinite optical path len

the activation region (L), where ∆A, ε oxy, and ε deoxy indicate the logarithm o

intensity changes, the absorption coefficient of oxy-Hb, and that of deoxy-Hb

respectively, for two wavelengths (λ1 and λ2). Note that it is necessary to as

that the path length (L) is constant for every wavelength because the accura

estimation of L is almost impossible with this technique. While methods hav

suggested for obtaining the product of the absolute concentration changes a

mean optical path length that can be estimated using time-resolved measur

31, 32 it is inappropriate to use the mean path length as an alternative to the

path length (L) in the activation region.33, 34 Therefore, the product of the ef

optical path length and the concentration changes in oxy-Hb and deoxy-Hb 
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Chapter 1 

and ∆C’deoxy) are used as the Hb signals. If the wavelength dependence of L exists, 

the cross talk effect35, 36 occurs and makes the independent measurements of 

multiple chromophores difficult. However, the cross talk effect can be negligible 

when measuring changes only in the oxy-Hb and deoxy-Hb signals.35, 36 Further 

discussion regarding the optical path length and cross talk is offered in chapters 5. 

For noninvasive optical measurements of the living body, lights with 

appropriate wavelengths and high permeability are required. The feasibility of 

noninvasive monitoring by using the near-infrared (NIR) region was demonstrated 

in the mammalian brain because skin and bony tissue were found to be relatively 

translucent to NIR light.20 For the measurements of human brain function, NIR 

wavelengths that are symmetrical about the point where the optical absorptions of 

oxy-Hb and deoxy-Hb are equal (approximately 800 nm) have usually been selected 

as λ1 and λ2 (e.g., 780 and 830 nm; Fig. 1.2). The mixed-wavelength NIR light can 

penetrate the human head as shown in Fig. 1.3. By detecting the intensity changes 

in the transparent light from the detection position situated 30 mm away from the 

irradiation position, the values of ∆C’oxy and ∆C’deoxy in the cerebral cortex can be 

measured. In the measurement area, the midpoint between the irradiation and 

detection positions has the highest sensitivity for changes in the concentration of 

absorbers.37, 38   
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Fig. 1.2 Absorption spectra of oxy- and deoxy-Hb and wavelengths (λ1: 780 nm and     

λ2: 830 nm) usually used for noninvasive measurements of human cortical function. 

 
 

 

Fig. 1.3 Schematic diagram of the measurement principle                          

with respect to the anatomical structure of the human head. 
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1.2.2 From NIRS to OT 

 

OT is a new extension of NIRS that is used to acquire a topographical image.8, 

9, 12, 39, 40 The earlier NIRS studies measured the spectroscopic reflection and 

scattering from a single region using a light emitter and a detector.26, 28-30 The 

technological development from NIRS to OT is conceptually similar to that from 

nuclear magnetic resonance (NMR) spectroscopy to MRI. 

OT measures the temporal changes in ∆C’oxy and ∆C’deoxy simultaneously from 

multiple regions by independently modulating the intensities of each radiated laser 

beam, that is, by frequency encoding of spatial information.8, 9, 11, 12, 39 A block 

diagram of an OT system is shown in Fig. 1.4. The system uses two wavelengths of 

780 nm and 830 nm as λ1 and λ2, respectively, for the irradiation light, and each 

light source (LD: laser diodes) is modulated at a different frequency (1.0–8.7 kHz) to 

encode the irradiation positions and wavelengths. The scattered light is detected 

from the detection positions situated approximately 30 mm away from the 

irradiation positions by using an avalanche photodiode (APD). The dual-wavelength 

signals are decoded by using lock-in amplifiers using the reference signals from 

oscillators. Both irradiation and detection lights are propagated through optical 

fibers. In this paper, the potion of irradiating or detecting light that was in contact 
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with the head skin has been referred to as the probe. 

 

 

Fig. 1.4 Block diagram of an OT system.8, 39 LD: laser diode, APD: avalanche photo diode, 

A/D: analog/digital converter.  

 

An example of the fiber arrangement for measuring 24 positions is shown in 

Fig. 1.5; this arrangement has 10 irradiation positions and 8 detection positions. The 

distance between the irradiation and detection positions is set to 30 mm in order to 

maximize the contribution of signals from the cerebral cortex located at a depth of 

approximately 15 mm from the scalp. The midpoint of the irradiation-detection 

(source-detector: S-D) distance is regarded as the measurement position because 
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here, the OT system is most sensitive to changes in chromophore concentration.37, 38 

Although the minimum distance between the measurement positions in this system 

is 21 mm, a new method of arranging the optical fibers has been developed to 

improve the spatial resolution.41 

 

 

Fig. 1.5 A representative arrangement of irradiation, detection, and measurement 

positions.8, 39 The distance between the irradiation (source) and detection (detector) 

positions is set to 30 mm, and the minimum distance between the measurement positions is 

21 mm when regarding the midpoint of the source-detector (S-D) distance as the 

measurement position. The gray shaded area shows the complete measurement area as 

defined by the source and detector positions. 

 

The above-mentioned values were the main specifications of the OT system 

commercially available between 1999 and 2002 (Fig. 1.6). During measurements, the 

examiners fix a plastic probe holder on an optional position on the subject’s head. 
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The system irradiates lights (LD: laser diodes) of two wavelengths—780 nm and 830 

nm—(power of 1–2 mW for each wavelength) on multiple positions on the head. The 

scattered light rays are detected from the detection positions situated approximately 

30 mm from the irradiation positions by using an APD. To measure any brain 

function, the examiners should provide appropriate sensory stimuli or cognitive 

tasks to the subjects. Finally, the Hb signals are plotted on time-course graphs and 

color maps using the unit mM⋅mm. The activation signal has usually been assessed 

by the appearance of a positive ∆C’oxy and a negative ∆C’deoxy; however, no standard 

analysis methods have been proposed as yet. 

 

 
Fig. 1.6 The commercially available OT system (ETG-100, Hitachi Medical Corporation, 

Japan). The photograph has been provided by Hitachi Medical Corporation. 
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The fundamental capability of the OT system for measuring brain activation 

has been studied through simulation studies42 and phantom studies.38-41 First, Maki 

et al. used the Monte Carlo method to confirm the feasibility of the linear-signal 

processing (NIRS measurement algorithm used in OT; see section 1.2.1) based on the 

modified Beer-Lambert law.42 The simulation of photon scattering for the reflection 

measurement in OT demonstrated the linear relationship between the measured 

absorbance change and the regional absorption change in the position corresponding 

to the cerebral cortex.42 This result proved that the measurement algorithm based 

on the modified Beer-Lambert law could be used for OT on the assumption that 

scattering and background absorption are spatially homogeneous in the tissue. In 

addition, Yamashita et al. showed that an absorber (10 × 10 × 10 mm) painted black 

can be imaged at a depth of 15–30 mm in a tissue-simulating liquid model (a 

rectangular transparent plastic container filled with a 10% (vol/vol) solution of milk 

in water) using almost the same system as OT.40 They also arranged a spherical 

absorber (diameter 10 mm) rotating in a cylindrical transparent plastic container 

filled with the same liquid mentioned above and demonstrated that the OT system 

could obtain dynamic topographic images of the moving absorber with a temporal 

resolution of 0.5 s in a measurement area of 90 × 90 mm.39 This suggests that the OT 

system can detect topographic and dynamic images of the brain activity in the 
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cerebral cortex located at a depth of 15–25 mm below the scalp. Moreover, 

Yamamoto et al. examined the spatial sensitivity of topographic images by using a 

tissue-simulating solid model (phantom).38, 41 The model was composed of an epoxy 

resin containing powdered titanium oxide43 and consisted of the body and two parts 

(parts A and B). The two parts could be interchanged in the same position of the 

body; only part B had the activation area (absorber) with a different absorption 

coefficient to simulate the brain activation (the activation area was a cylinder with a 

diameter of 10 mm and a height of 10 mm), while part A had the same absorption 

coefficient as the body. Topographic activation images were obtained by the OT 

system by comparing the image of part A with that of part B. The results showed 

that the location of the activation area on the topographic images was consistent 

with the actual location of the absorber within a 3-mm margin of error in various 

locations of the probes relative to the absorber. This demonstrated that the OT 

system can be used to identify the activation position, but it also showed that the 

size of the activation area (area of the full width at half maximum of the signal 

distribution) varies depending on the relative position of the probes to the activation 

simulating absorber. To improve the spatial resolution of the topographic images, a 

new arrangement of optical fibers has been proposed.38, 41 A few studies have also 

confirmed the feasibility of OT for imaging human brain activation in actual 
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measurements.9, 42 However, they measured only the motor functions involved in a 

finger-tapping task in a maximum of five subjects and did not perform a qualitative 

evaluation of the activation signal pattern; furthermore, they did not observe clear 

activation in one of the five subjects. 

 

 

1.3 Random factors causing fluctuations in the OT activation signals 

 

The OT system has been mainly validated by studies that involved imaging 

an absorber in a scattering medium under restricted conditions, as mentioned above. 

However, some significant problems remain to be solved prior to implementing OT 

in practice because it is used to measure the brain activation in living human 

subjects, and the activation could vary not only among individuals but also within 

the same individual. In fact, consistent activation signals are not obtained 

occasionally due to certain reasons, including both system specification and 

methodological problems. In this study, some candidate factors were excluded from 

the possible random factors causing fluctuations in the activation signals. I have 

tried to solve them and to improve the OT system as a complete measurement 

system for more sensitive imaging of human brain functions. 
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In measurements of human brain functions, some random factors are 

unavoidable; this is common with most imaging methods.44 The possible random 

factors causing the fluctuations in the OT activation signals are listed along with 

some system-related factors (Table 1.3).  

  

Table 1.3 Possible random and system-related factors causing fluctuations in the 

activation signals in OT measurements.  

Random factors 1 Random factors 2 System-related factors 
Random factors 
(biological noise from a 
subject) 

Random factors 
(interaction noise 
between the system and a 
subject) 

System-related factors 
(system noise) 

 Variability of neural 
activity  
 Variability in the 

process of 
metabolic/vascular 
responses 
 Background functions 
 Attention level 
 Spontaneous 

oscillation 
 Systemic 

physiological change 

 Probe positions (probe 
and head) 
 Optical properties of 

the human head (light 
and head tissue) 
 Attachment of probes 

(probe and head) 
 Body movement 

(probe and head) 

 Irradiation power of 
light 
 Arrangement of 

measurement 
positions  
 Sampling period  
 Device performance 
 Measurement 

algorithm 
 Light wavelengths 

 

In practice, the effects of system-related factors, defined as the system noise, 

are determined based on the safety criterion and the device performance. For 

example, the irradiation power of lights is restricted for safety reasons although high 
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power irradiation would naturally result in high sensitivity. Besides, the consistency 

of light irradiation and detector performance, including the sampling period, are 

clearly defined by the device performance. Most of these system-related factors, 

including the measurement algorithm and light wavelengths, have been estimated 

and confirmed to be applicable to imaging brain activation by simulation and 

phantom studies based on the spectroscopic approach,38-42 as introduced in the 

previous section. Note that the fundamental effects of the measurement algorithm 

and light wavelengths on the Hb signals could be systematically estimated under 

certain specific measurement conditions. A random factor, namely, the optical 

properties of the human head (random factor 2), will be discussed in relation to 

system-related noise depending on the measurement algorithm and light 

wavelengths (chapter 5). 

In contrast to the system-related factors that can be controlled in every 

measurement, the estimation of uncontrollable random factors is difficult; therefore, 

the latter have not been examined adequately. The random factors are classified into 

two groups (Table 1.3) and will be explained next.  

 

First, there are various biological noises that emanate from a subject (random 

factors 1). One of the factors is the variability of the neural activity itself. Even the 
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brain has autonomous fluctuations and does not always produce the same response 

to the same stimuli.45 Moreover, variability may be present in the process that 

results in metabolic/vascular responses being induced by the neural activity.46 The 

relationship between the neural activity and hemodynamic changes, which leads to 

changes in both the BOLD signal and Hb signals, has remained unsolved and is a 

challenging issue in the field of neuroscience. These two factors together are defined 

as the variability of physiological activation pattern in this thesis. The 

representative physiological activation patterns are considered to be an increase in 

the oxy-Hb signal and a decrease in the deoxy-Hb signal, which correspond to a 

positive ∆C’oxy1, 9, 30, 47, 48 and a negative ∆C’deoxy1, 49 value in the Hb signals (OT 

studies) and an increase in the BOLD signal intensity (fMRI studies). However, 

contrary to the general understanding, a negative ∆C’oxy value together with a 

positive ∆C’deoxy value in NIRS studies1, 28, 50 and a decrease in the BOLD signal in 

fMRI studies51, 52 have been reported. Although there might be various physiological 

activation patterns, they have not been classified, and their occurrence probabilities 

and the mechanism underlying these patterns still remain unknown. 

Next, fluctuations due to background functions rather than the targeted 

function can be a significant random factor. This is a fundamental issue for most of 

the functional imaging methods because using rest periods as baseline conditions is 
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obligatory for measuring the activation signal in these methods. Conventionally, 

researchers have used the rest period with no task being performed as a zero-activity 

condition as compared to the task/stimulation period; however, recent reports have 

cautioned that there is no inherent baseline state in the brain; instead 

unconstrained cognitive activity is present.52, 53 Accordingly, the fluctuations from 

background functions in the rest period can be a significant biological random factor, 

which should be considered here. In addition, the attention level is considered one of 

the background functions that cause fluctuations in the activation signals. Here, the 

attention level is defined as a kind of intention to perform the task and can be 

estimated by behavioral task performance. This effect has been reported in some 

functional studies. For example, a previous study reported that compared with 

performing actions without paying attention, focusing attention on the same 

movements increased the activity in the prefrontal, premotor, and parietal cortices.54  

Other biological noises are the spontaneous oscillations and systemic 

physiological changes. Spontaneous oscillations in cerebral oxygenation have been 

reported in adults55 and infants56 during OT (NIRS) measurements. Although 

low-frequency (0.1 s–1) and very-low-frequency oscillations (0.04 s–1) are occasionally 

altered in proportion to the magnitude of functional activation, the effects on the 

activation signals can be avoided through the evaluation of the activation signals by 
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averaging several activation periods.55 On the other hand, the effect of background 

systemic physiological processes such as heart rate and blood pressure on the 

activation signals has not yet been clarified. Studies pertaining to these systemic 

physiological processes are in progress.57 

These random factors consisting of biological noises are common to other 

imaging methods such as EEG, MEG, and fMRI although the type of effect would 

differ depending on the measurement target (e.g., electrical signal or 

metabolic/vascular signal). Time-dependent (over successive measurements) 

differences are bound to occur within the same individual as well as among different 

individuals. 

 

Second, there are various random factors consisting of the interaction noise 

between the system and a subject (random factors 2). These factors, except body 

movement, are relatively specific to each modality.  

Among random factors 2, the first factor is the indefinite probe positions in 

relation to the brain and is related to the main disadvantage of OT as compared to 

fMRI (no anatomical image is produced in OT). The practical problem lies in the 

inability to determine the positions for probe placement on the head; this results in 

different measurement areas between different subjects and within the same subject. 
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The absence of standard positions for the placement of probes on the head is also a 

problem. In addition, the activation area cannot be matched with actual anatomical 

information through OT alone without using MRI although accurate spatial 

information is important in functional imaging methods. 

The second factor in this group is the variability in the optical properties of 

the human head. It is impossible to clarify these properties in living subjects 

although those of various tissue samples have been studied.58 The interaction 

between the optical property and light can affect the Hb signals in relation to the 

light wavelengths and measurement algorithm, which are classified under 

system-related factors. It should be noted that the fundamental effects of the 

measurement algorithm and light wavelengths on the Hb signals could be 

systematically estimated only if the optical properties of the human head are evident. 

In other words, the simulation and phantom studies could estimate the 

measurability of OT under some specific condition of measurements. 

The next factor in this group is the attachment of probes. This can vary 

according to the method of probe fixation and the absorbance by the subject’s hair. 

This factor might affect the system-related factor of device performance; however, 

this as well the next factor—body movement—is not discussed in this thesis. Body 

movement produces a significant noise and is common to both MEG and fMRI 

25 

  

 



Chapter 1 

because their measurement coordinates are fixed in the system, while in EEG and 

OT, the coordinates are fixed onto the subject’s head. A quantitative evaluation of 

the effect of body movement on Hb signals is necessary, but OT can be relatively 

tolerant to some body movements. 

 

In conclusion, although OT has been validated under some specific conditions 

mainly through simulation and phantom studies,9, 38-42 a number of random factors 

may cause fluctuations in the activation signals in practical measurements of 

human brain functions (Table 1.3). Chapters 2–5 of this thesis report the next four 

studies that are related to some random factors; the studies are aimed at improving 

the OT system as a complete imaging method of human brain functions. 

First, the reproducibility of OT activation signals (Hb signals in response to a 

stimulus or a task) in the sensorimotor cortex is examined (in chapters 2 and 3). The 

sensorimotor area is activated by the finger-tapping task (task paradigm); this task 

has been used in many functional studies, including not only OT9, 42, 47 but also 

fMRI59, 60 and PET.61, 62 Note that the activation signal mentioned here is an overall 

signal that includes the fluctuations caused by all random factors in the 

conventional OT (Table 1.3). Therefore, it may be important to evaluate the 

reproducibility of the activation signals measured by OT in the present state in order 
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to examine the tolerance of these random factors; this is based on the assumption 

that the activation signal is exactly reproduced in the absence of random factors. 

Moreover, by identifying the characteristics of activation signals having a high 

reproducibility, it would be possible to find useful parameters for detecting 

activation signals effectively. 

In the study reported in chapter 2, the within-subject reproducibility of the 

activation signals is evaluated during the imaging of sensorimotor activations in the 

same subject 6 months after the original session. Here, the reproducibility of a 

positive ∆C’oxy and a negative ∆C’deoxy in response to activation, the location of 

activation area, and the temporal dynamics (time courses) of activation signals are 

evaluated in the same subject. 

In chapter 3, the reproducibility (generality) and variability of activation 

patterns, such as a positive ∆C’oxy and a negative ∆C’deoxy, are studied in 31 subjects 

by employing the same paradigm that is described in chapter 2. It is important to 

examine the fundamental reproducibility among a number of subjects because a 

larger number of random factors are considered to exist in the comparison of 

different subjects than in the within-subject comparison. 

These studies, described in chapters 2 and 3, also examine the attempts to 

reduce a random factor—variability of probe positions. Here, the 10-20 electrode 
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system of the International Federation (the 10-20 system)63, 64 has been used to 

determine the locations of probe positions on the head. The 10-20 system, used in the 

placement of electrodes for EEG recordings, is based on standard external 

landmarks on the skull (Fig. 1.7).  

 

 

 Fig. 1.7 A single plane projection of the head with all the standard positions and the 

locations of the main fissures. The outer circle is drawn at the level of the nasion and inion. 

The inner circle represents the temporal line of electrodes. This figure provides a useful 

template for indicating the placement of electrodes during routine recordings in EEG 

measurements (reedited from the reference 64). 

 

The 10-20 system is considered useful for determining the locations of the probe 

positions in OT because some MRI examinations showed a high agreement between 
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the 10-20 position and a specific anatomical area.65-67 However, the effectiveness of 

the 10-20 system for functional imaging in OT has not yet been examined. Therefore, 

I examined the effectiveness of the reproducibility of the location of activation in the 

Hb signal map, both within the same subject and between subjects. 

After evaluating the tolerance of the random factors and exploring the 

tolerant characteristics (highly reproducible parameters) of activation signals in the 

conventional OT measurements, possible solutions for the effects of some random 

factors are examined (described in chapters 4 and 5). 

A study reported in chapter 4 examines the efficacy of a devising-task 

paradigm for reducing the activity (fluctuations) originating from background 

functions (random factor 1) such as the attention level. The task paradigm is defined 

as the design of tasks and/or stimuli to control the subject’s state and the time 

sequence of the presentation. The basic concept is that minimizing the differences in 

background functions, for example, attention, between the task and rest periods is 

useful for measuring the delicate activation signals produced by the reduced 

fluctuations in the Hb signals. The activation signal produced in response to speech 

recognition is selected for this measurement because it has been confirmed that the 

small language components of speech recognition, such as word recognition and 

sentence comprehension, are represented in slightly different cortical areas.68 
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Accordingly, it would be appropriate to test the detection ability for delicate 

activation signals. The well-designed task paradigms have gradually been applied in 

fMRI studies; the effect of the devising-task paradigm in OT has not yet been 

demonstrated. 

In a study reported in chapter 5, the practicality of wavelength selection for 

reducing the system-related noise is examined. Wavelength selection, which is one of 

the system-related factors, is concerned with the optical properties of the head 

(random factor 2: interaction noise between the system and a subject) in relation to 

the measurement algorithm. One light wavelength should be shorter than the 

conventional wavelength (780 nm) used in the theoretical estimation of 

system-related factors (measurement algorithm), but the wavelength range should 

be limited based on the actual optical properties of subject’s head. Therefore, the 

possible wavelengths of 678, 692, 750, and 782 nm are examined for pairing with the 

wavelength of 830 nm in the practical NIRS measurements of activation signals in 

four different cortical areas among four subjects. To identify the optimal 

wavelengths for various cortical areas and subjects, activation signals in several 

cortical areas and subjects were examined. 

Finally, the findings obtained from studies reported in chapters 2–5 are 

summarized in the conclusion (chapter 6) from the viewpoint of the effects of random 
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factors (Table 1.3) on the activation signals. In addition, based on the 

above-mentioned findings, I propose a future direction of improving the OT system 

in order to render it more useful and effective. 
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2. Within-Subject Reproducibility of Activation Signals 
 
 

2.1 Introduction 

 

In the work reported in this chapter, the within-subject reproducibility of the 

activation signals was examined. Note that the activation signal here is an overall 

signal that includes the fluctuations caused by all random factors (Table 1.3). 

Therefore, it is useful to evaluate the reproducibility of the activation signals 

measured by OT in the present state for the examination of the tolerance of these 

random factors; this is based on the assumption that the activation signal is exactly 

reproduced in the absence of random factors. Moreover, by identifying the 

characteristics of activation signals having a high reproducibility, it would be 

possible to find useful parameters for detecting activation signals effectively. 

Sensorimotor cortex activation by a simple finger-tapping task was selected to 

examine the reproducibility of activation signals because it has already been 

validated by a number of functional studies using PET,61, 62, fMRI,59, 60 and OT.9, 47 

Although the reproducibility of activation signals in PET and fMRI for 

sensorimotor-activation has already been examined,44, 69, 70 there are few reports 

relating to the within-subject reproducibility of Hb signals in OT or NIRS measured 
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at different times. To minimize the effects of habituation and learning, which may 

affect some random factors, such as attention level, about six months was allowed to 

elapse between each subject’s first and second experimental sessions and the subject 

was not asked to perform the experimental task during the six months period. Other 

conditions were also controlled for each subject (e.g., the same examiner and the 

same experiment place and time of day). 

Here, the reproducibility of the increase or decrease in Hb signals in response 

to activation, the location of activation area, and the temporal dynamics (time 

courses) of activation signals are evaluated in the same subject. In addition, this 

study attempted to reduce a random factor—variability of probe positions—by 

applying the 10-20 system63, 64 to determination of the locations of probe positions on 

the head.  

 

 

2.2 Methods 

 

2.2.1 Subject 

Seven healthy adults (two men and five women between 28 and 44 years old; 

mean age = 35) participated in the experiment. Each gave written informed consent 

after the nature of the experimental procedures was explained before the 
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experiments. Six of the subjects showed right-handedness, and none reported a 

history of neurological disorder. 

 

2.2.2 OT measurement 

An OT system (ETG-100: Hitachi Medical Corporation, Japan), which can 

take measurements at 24 positions, was used. The system delivers light beams with 

780- and 830-nm wavelengths through an optical fiber to the same position 

simultaneously. The scattered light was detected every 100 ms by using an 

avalanche photodiode (APD) 30 mm from the incident position through optical fibers. 

The average power of each light source was 1.5 mW, and each source was modulated 

at a different frequency to encode irradiated positions and wavelengths. Ten 

irradiated positions and eight detection positions were arranged to make 24 

measurement positions (Fig.2.1). 

The measurement positions were determined manually for each subject and 

were based on the 10–20 system.63, 64 We measured 60×60-mm areas in the left and 

right parietal areas centered on C3 and C4 (Fig.2.1). The 60×60 mm square was 

defined as the measurement area for each hemisphere based on the arrangement of 

optical fibers (irradiation and detection positions). The centers of the bilateral 

measurement areas were considered to correspond to each primary sensorimotor 
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area based on previous studies examining the relation between locations of the 

10–20 system and the underlying cortical areas.65-67 

 

 

Fig. 2.1 Arrangement of measurement positions in probe patterns over left and right 

sensorimotor areas centered on locations C3 and C4, respectively. 

 

2.2.3 Task paradigm 

The two experimental sessions for each subject were separated by about six 

months—167±11 days (mean±SD)—and two finger-tapping trials were conducted in 

each session (one with the left hand and one with the right hand) (Fig. 2.2). In each 

trial, the fingers of one hand were repeatedly placed on the tip of the thumb in the 

following order: forefinger – second finger – third finger – little finger – third finger – 

second finger – forefinger. The subjects were asked to repeat the tapping sequence at 

3 Hz synchronized to the term “Finger tapping” blinking on a CRT monitor. Each 
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task period lasted for 30 s and was followed by 30 s of rest (rest period). Each trial 

consisted of six rest periods and five task periods (Fig. 2.2).   

 

 

Fig. 2.2 Schematic diagram of measurement sequence (session and trial). R: rest period,  

T: task (finger-tapping) period. A finger-tapping task using either left or right hand was 

conducted in each trial. The order of trials, right-hand or left-hand, was counterbalanced 

among subjects, and the order was fixed in the second session for each subject. 

 

2.2.4 Data analysis 

The data for each trial was divided into five 55-s “blocks”. A block consisted of 

5 s of the rest period before a task (pre-task rest period), the 30-s task period, and 20 

s of the rest period after the task (post-task rest period), as illustrated in Fig. 2.3. 

The data collected for each block, i.e., the detected temporal attenuation changes at 
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each wavelength, were baseline-corrected using the data for the pre- and post-task 

rest periods. The Hb signals (∆C’oxy and ∆C’deoxy) were calculated by applying the 

modified Beer-Lambert Law as explained in chapter 1.2. 

The activation signals were statistically assessed. Assuming that the time 

courses of activation signals varied among the subjects, a 25-s activation period was 

defined for each subject (see Fig. 2.3). A within-subject averaged time course over the 

five blocks was used to select the 25-s activation period with the maximum absolute 

mean change for each Hb signal. The 25-s activation period was allowed to shift from 

the initial 5 s after task onset to starting 15 s after task onset; the earliest period 

was from 5 s after task onset to task completion, and the latest period was from 15 s 

after task onset to 10 s after task completion.  

 

 

Fig. 2.3 Schematic diagram of analysis parameters for a block. Mean values during 5 s of 

rest period before task (R) and 25 s of activation period were used for statistical analysis. 

Note that activation period can shift from 5 s after task onset to 10 s after task completion, 

depending on the maximum absolute value for each case. 
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Using the mean changes in Hb signals during the pre-task period and those 

during the activation period for each block, we calculated the t-value (paired t-test) 

between the mean hemoglobin changes in the pre-task rest periods of five blocks and 

those in the activation periods of the same five blocks. The t-test is a common 

statistical method for assessing whether there is any statistical difference between 

the means of two groups (Fig. 2.4). The formula for the t-test is a ratio. The 

numerator of the ratio is merely the difference between the two means or averages. 

The denominator is a measure of the variability or dispersion of the scores. This 

formula is essentially another example of the signal-to-noise metaphor in research. 

That is, the difference between the means is the signal and the measure of 

variability is the noise that may render the accurate evaluation of the group 

difference difficult. In this thesis, the t-test is used for comparisons between two 

values, mainly for comparing the signal change in the activation period with that in 

the rest period. 

  

 

 

 Group 1 
mean 

Group 2 
mean 

Fig. 2.4 Conceptual image of the distributions of the two groups to be compared. 
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Measurement positions with significant t-values (two-tailed t-test, p < 0.1) 

were identified as activation points by using the independent threshold (p < 0.1) for 

each Hb signals (∆C’oxy and ∆C’deoxy). This statistical analysis was designed to 

determine the consistency (reproducibility within a session) of changes for the five 

activation periods. With this analysis, a system noise is not detected as an activation 

because its statistical value does not reach the threshold unless similar changes 

arise in every (or almost every) activation period. In addition, using activation 

periods 25 s long reduces the possibility of misidentifying an increase or decrease 

due to spontaneous oscillations of 0.1 Hz.55 Moreover, a t-test using the mean value 

in the pre-task rest period (5 s) and that in the activation period (25 s) for each block 

reduces the effect of high-frequency system noise. Using the data for the activation 

points, the reproducibility of spatial information, signal amplitude, and temporal 

information between sessions was examined for each subject. The spatial 

information was represented by the activation center of the activation area. The 

coordinates of the activation center (xc, yc) were defined as 

∑
∑
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where (xi, yi) denotes the coordinates of the i th activation point, and ai is the

amplitude at the i th activation point. Note that the measurement positions w
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significant changes were not used in calculating the activation center. The 

reproducibility of spatial information was examined by using the distance between 

the activation centers identified in the two sessions. The mean signal amplitudes 

during the activation periods and the time courses of the Hb signals (∆C’oxy and 

∆C’deoxy) were used as the respective reproducibility indices for amplitude 

information and temporal information. 

 For various comparisons in this thesis, an ANOVA (analysis of variance) is 

employed in cases where the t-test is not applicable. ANOVA, occasionally referred 

to as the F test, is closely related to the t-test that is explained above. The major 

difference between the tests is that the t-test measures the difference between the 

means of two groups, whereas an ANOVA tests the difference between the means of 

two or more groups. The advantage of using ANOVA rather than multiple t-tests is 

that it reduces the probability of a type I error. Making multiple comparisons 

increases the likelihood of finding something by chance—making a type I error. 

  

 

2.3 Results and Discussion 

 

2.3.1 General aspects of reproducibility  

In the first session, every subject showed a positive ∆C’oxy, and a negative 
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∆C’deoxy in the hemisphere contralateral to the tapping hand. Besides, the same 

patterns in both ∆C’oxy and ∆C’deoxy were reproduced in the second session for every 

subject. This suggests that both the ∆C’oxy and ∆C’deoxy signals can reproduce the 

fundamental features (positive or negative) in each subject. The reproducibility was 

further examined using the 14 data sets (two hemispheres × 7 subjects) for ∆C’oxy 

and ∆C’deoxy. 

 

2.3.2 Reproducibility of spatial information 

Fig. 2.5 shows representative activation maps for the left-hand finger 

tapping for the two sessions of a subject. For both sessions, similar patterns of 

activation (positive ∆C’oxy and negative ∆C’deoxy) were observed in the hemisphere 

contralateral to the tapping hand. In comparing the activation locations between the 

two sessions, the activation center was reproduced within 16.0 mm (∆C’oxy) and 18.6 

mm (∆C’deoxy) on average (Table 2.1). A one-way ANOVA showed no significant effect 

of the kind of Hb signals on the activation center distances between sessions (F(1,26) 

= 0.34, p = 0.57), which indicates that there is no difference between oxy-Hb and 

deoxy-Hb signals in the spatial reproducibility. 
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Fig. 2.5 Representative activation maps in two sessions during the left-hand finger-tapping 

period. Limited positions with significant changes (activation points) are shown in color 

with linear interpolation, and other measurement positions with no significant change are 

equally zeroed. Note that the activation centers (“+”) were calculated using the raw 

coordinates of activation points weighted by the signal amplitude (distance between 

measurement positions > 21 mm). 

 

Table 2.1 Mean distance of activation centers between the two sessions. 

 ∆C’oxy ∆C’deoxy

Mean distance±SD (mm) 16.0±12.1 18.6±12.0 

 
 

Each subject showed similar activation-map spatial patterns between 

sessions. For each Hb signal, the activation center locations determined in the two 

experimental sessions were reproduced within 20 mm (Table 2.1), which is 
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comparable to the minimum distance between measurement positions in the current 

OT (21 mm). The high reproducibility of activation centers over time is consistent 

with the findings of a previous PET study70 that showed consistent anatomical 

locations of motor activation after six months, and of an fMRI study44 that also 

showed small distances between the activation centers determined in experimental 

sessions separated by 30, 49, and 60 days. Although these previous studies showed 

inter-session gaps of millimeter order, their results are not comparable with our OT 

results because of the difference in analytical methods and the spatial resolutions of 

those methods. For example, the previous fMRI study used 1.17×1.17×1-mm voxels 

when identifying the coordinates of the maximum peak in the activation area as the 

activation center,44 while the current OT used measurement positions separated by 

21 mm when identifying the activation center. 

In addition, it should be noted that that the spatial difference between 

sessions included unavoidable errors caused by a random factor, probe positions (the 

manual method for probe setting). The error in the probe positions was roughly 

estimated by 10-times repeated setting of the probe holder for one subject and 

marking of the measurement position each time. As a result, the difference among 

the repeated settings was about 4.8±3.0 (mean±SD) mm. This small difference can 

result in a maximum shift of the activation center of 21 mm (the distance between 
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measurement positions) depending on the relationship between the location of the 

activation area and the probe positions.38, 71 Consequently, the spatial 

reproducibility of the current OT system is less than 20 mm after six months within 

subject, including both physiological shifts and fluctuations caused by some random 

factors. A more accurate method to place the measurement probes, and a probe 

arrangement with higher-density measurement positions41, 71 is needed to 

distinguish the actual physiological shift of the activation centers from fluctuations 

caused by some random factors. 

 

2.3.3 Reproducibility of signal amplitude 

 Mean absolute values of ∆C’oxy and ∆C’deoxy in the activation period were 

given as the signal amplitude for each Hb signal. Averaged across subjects, they 

were 0.095±0.045 (mean±SD) mM⋅mm for ∆C’oxy and 0.044±0.018 mM⋅mm for 

∆C’deoxy. An ANOVA indicated a main effect of the kind of Hb on the signal amplitude 

(F(1,54)=32.5, p < 0.0001). This result is consistent with a previous study which 

showed that the activation-signal amplitudes for ∆C’deoxy are usually less than half 

those for ∆C’oxy.12 

The signal amplitudes of ∆C’oxy and ∆C’deoxy were compared between sessions 

for each subject (Fig. 2.6). The signal amplitude was variable within each subject 
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and no consistent tendency was found across subjects. An ANOVA indicated no 

significant effects for sessions (∆C’oxy: F(1,26) =1.75, p = 0.19; ∆C’deoxy: F(1,26) =1.04, 

p = 0.32), although the amplitude of the ∆C’oxy tended to be slightly lower in the 

second session (Fig 2.5). In percentage terms, the signal amplitudes varied: on 

average, –18%±31% (mean±SD) for ∆C’oxy and –1%±60% for ∆C’deoxy. 

These results suggest variability of the signal amplitude in OT measurement, 

which could reflect fluctuations caused by some random factors. One possible 

random factor caused the fluctuation is the baseline differences, which are mainly 

caused by the background functions and spontaneous oscillation. The attention level 

is considered one of the background functions that cause fluctuations in the 

activation signals. For example, a previous study showed the attention level, one of 

the background functions, could increase the activity in some cortical area during 

the same movement task.54 In addition, the existence of spontaneous oscillation in 

the hemoglobin oxygenation state has been shown by OT studies of adults55 and 

infants,56 and a difference in the baseline state could affect the activation amplitude, 

as suggested in previous fMRI and PET studies.52, 53 Another random factor is probe 

positions, that is, small differences in measurement positions. As described above, 

the probe position can vary about 4.8 mm on average due to manual setting. The 

difference in measurement positions could affect the signal amplitude, since the 
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current method has uneven spatial sensitivity due to the relationship between the 

activation area (location and size) and the probe positions.71 Although the tendency 

of a lower ∆C’oxy in the second session might indicate a habituation effect similar to 

the one shown in a previous fMRI study,44 where habituation effects for 

sensorimotor activation were observed between two sessions separated by five hours 

and by one or two months, it would be difficult to estimate the activation level by 

using the signal amplitude in the present OT systems. 

 

 

Fig. 2.6 Signal amplitudes of each Hb signal for each subject in the two sessions. 

 

2.3.4 Reproducibility of temporal information 

 The reproducibility of temporal information was examined by comparing the 

time course of the activation signal between two sessions. Time courses for all 
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subjects are shown in Fig 2.7, and the mean between-sessions correlate coefficients 

for all subjects are listed in Table 2.2. Each subject showed time courses of similar 

shape in the two sessions, and the average correlation coefficient was high for each 

hemoglobin species.  

Although no other NIRS studies have reported such a similar time course 

reproduced after more than a few days, the present findings could be important with 

regard to the development of a new OT application in a clinical area. Qualitative 

characteristics of the subject might be more clearly inferred from temporal 

information, such as the time course of the activation, than from spatial information 

and amplitude information that vary with some random factors. A recent study used 

the characteristics of the time course in ∆C’oxy to assess psychiatric patients with 

depression and schizophrenia.72 Temporal information would indicate the temporal 

characteristics in the vascular response of neural activity, which in turn may relate 

to vascular elasticity. Consequently, examining the shape of time course in the same 

subject can be also useful for the evaluation of the subject’s state, which will help 

longitudinal studies as well as monitoring rehabilitation effects. 
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Fig. 2.7 Comparison of time courses in two sessions for either hemisphere of each subject. 

Time courses of ∆C’oxy and ∆C’deoxy are shown in left column and right column, respectively. 

Measurement positions were 18 (1st session)/18 (2nd session) (see Fig. 2.5) for subjects 1, 3, 6, 

and 7, and 19/19 for subject 2, in left-hand finger-tapping session. Measurement positions 

were 9/10 and 6/9 for subjects 4 and 5, respectively, in right-hand finger-tapping session. 

Correlation coefficients (Pearson’s product-moment correlation coefficient) of time courses 

were as follows: 0.955 (∆C’oxy) and 0.911 (∆C’deoxy) for Subject 1; 0.975 (∆C’oxy) and 0.935 

(∆C’deoxy) for Subject 2; 0.950 (∆C’oxy) and 0.956 (∆C’deoxy) for Subject 3; and 0.814 (∆C’oxy) 

and 0.740 (∆C’deoxy) for Subject 4; 0.939 (∆C’oxy) and 0.846 (∆C’deoxy) for Subject 5; 0.951 

(∆C’oxy) and 0.785 (∆C’deoxy) for Subject 6; and 0.835 (∆C’oxy) and 0.812 (∆C’deoxy) for 

Subject 7. 

 

Table 2.2 Mean correlation coefficients between time courses of the two sessions. 

 ∆ C’oxy ∆ C’deoxy
Mean correlation coefficient±SD 0.877±0.135 0.843±0.074 

 

 

2.4 Conclusion 

 

This study examined the within-subject reproducibility of the activation 

signals during the imaging of sensorimotor activations in the same subject 6 months 

after the original session. In the first place, for all subjects the activations in positive 

∆C’oxy and negative ∆C’deoxy were reproduced in the hemisphere contralateral to the 
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tapping hand. The results demonstrated the consistent fundamental pattern, a 

positive ∆C’oxy and a negative ∆C’deoxy for the activation signals. This result suggests 

that the positive ∆C’oxy is a useful parameter for detecting activation signals with 

tolerance to some random factors. Secondly, the activation center was reproduced 

within 20 mm on average across subjects, suggesting fair reproducibility comparable 

to the minimum distance between measurement points (2.1 cm) in OT. That is, it is 

possible to reproduce the activation center (spatial information) in within-subject OT 

imaging with an error of approximately 20 mm when the 10–20 system is used. The 

high reproducibility of the spatial information demonstrates the efficacy of the 10-20 

system to determine the locations of probe positions within the same subject. Next, 

the signal amplitudes varied within subject between sessions even though no 

consistent tendency in the changes was found. Finally, signal time courses between 

the two sessions for each subject showed high correlation coefficients, which is the 

most significant finding in the present study. These results suggest the course of 

temporal information is particularly useful for detecting activation signals with the 

tolerant characteristic for random factors. The time-course temporal information 

would be valuable for examining qualitative characteristics both within and across 

subjects and will expand the applications of OT. 
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3. Inter-Subject Generality of Activation Signals 

 

 

3.1 Introduction 

 

In chapter 3, the reproducibility (generality) of activation patterns, such as a 

positive ∆C’oxy and a negative ∆C’deoxy, is studied in 31 subjects by employing the 

same paradigm that is described in chapter 2. It is important to examine the 

fundamental reproducibility among a number of subjects because a larger number of 

random factors are considered to exist in the comparison of different subjects than in 

the within-subject comparison. This study also explore the efficacy of applying the 

10-20 system63, 64 to determination of the locations of probe positions in different 

subjects. 

 

 

3.2 Methods 

 

3.2.1 Subjects 

Thirty-one healthy adults (21 men, 10 women; mean age 34 ± 8.9, range 23 to 
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56) gave written informed consent before the experiments. All the subjects showed 

right-handedness except one, and none reported a history of neurological disorders. 

 

3.2.2 OT measurement 

The same OT system used in Chapter 2 was used. The measurement area 

was also determined in the same way in Chapter 2. The 6×6 cm square was defined 

as the measurement area for each hemisphere based on the arrangement of optical 

fibers (irradiation and detection positions). The probe patterns were positioned 

parallel to the line connecting Cz to T3 (left hemisphere) or T4 (right hemisphere). 

The centers of the bilateral measurement areas were considered to correspond to 

each primary sensorimotor area based on previous studies examining the 

relationship between locations of the 10–20 system and cortical area.65-67 

 

3.2.3 Task paradigm 

The same finger-tapping task introduced in Chapter 2 was used to activate 

sensorimotor cortices. The subjects were asked to repeat the tapping sequence at 

3-Hz timed to the rate of the term “Finger tapping” blinking on a CRT monitor for 

30-s (activation) followed by 30-s of rest (baseline). There were a total of five 

activation/baseline cycles per session. Two sessions of finger tapping (one left-hand 

tapping and one right-hand tapping) were conducted per subject in a 
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counterbalanced order among subjects. During the measurements, the subject sat on 

a chair and was instructed to fix his or her gaze on the fixation point at the center of 

the screen and to concentrate on the task.  

 

3.2.4 Data analysis 

The Hb signals (∆C’oxy and ∆C’deoxy) were measured in the same way as 

described in Chapter 2. The statistical analysis was also the same as explained in 

Chapter 2. The only difference was that directional changes (positive or negative) 

were not assumed for both ∆C’oxy and ∆C’deoxy in this work. Therefore, one 25-s 

activation period with maximum absolute value of the mean signal was selected for 

each hemoglobin species, and measurement positions with significant t-values 

(two-tailed t-test, p < 0.1) were identified as activation positions. The decision 

threshold for a “one-tailed t-test, p < 0.05” was used for activation estimation in 

assuming a change in one direction for each hemoglobin species (positive ∆C’oxy and 

negative ∆C’deoxy) in Chapter 3. Note that “two-tailed t-test, p < 0.1” used in this 

Chapter is practically the same as the threshold in Chapter 2.  
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3.3 Results and Discussion 

 

3.3.1 Occurrence probability of typical activation pattern  

The occurrence probability of the typical activation pattern (positive ∆C’oxy 

and negative ∆C’deoxy) was assessed for each measurement-position (Fig. 3.1). 

Positive ∆C’oxy in the hemisphere contralateral to the tapping hand was observed 

with high probability. In addition, the measurement positions with high 

probabilities were around the center of the measurement area (left hemisphere: 

Positions 6 and 9; right hemisphere: Position 16). Contrary to that, negative ∆C’deoxy 

showed less probability although the activation centers were almost the same as 

that for ∆C’oxy (left hemisphere: Position 9; right hemisphere: Position 16). This 

result suggests that the positive ∆C’oxy is a useful parameter for detecting activation 

signals with tolerance to some random factors. In addition, the finding that the 

activation positions tended to be located around the center of the measurement area 

demonstrated the usefulness of the 10–20 system for determining the measurement 

positions in different subjects. 

The mean signal amplitudes for subjects who showed the typical activation 

pattern are given in Table 3.1. The mean amplitudes for ∆C’oxy was 0.109 mM⋅mm, 

while that for ∆C’deoxy was about half (-0.048 mM⋅mm). The amplitudes sometimes 

varied widely among subjects, from small (Fig. 3.2 (a)) to large (Fig. 3.2 (b)).  
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Fig. 3.1 Color maps of occurrence probabilities of typical activation pattern       

(positive ∆C’oxy and negative ∆C’deoxy) for each measurement position. 

 

Table 3.1 Mean signal amplitude of each hemoglobin species among subjects who showed 

typical activation pattern (positive ∆C’oxy, negative ∆C’deoxy). An activation position with 

the highest signal amplitude within the contralateral hemisphere to the tapping hand for 

each subject was used. 

  ∆ C’oxy ∆C’deoxy

Mean signal amplitude ±SD (mM·mm) 0.109 ±0.063 -0.047 ±0.026 
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Thus, the amplitude information in the activation signal is not very useful in 

evaluating the activation. Further, the study in chapter 2 reported less 

reproducibility of the amplitude information within a subject. 

The numbers of subjects who showed a significant ∆C’oxy and ∆C’deoxy (either 

positive or negative) for the hemisphere contralateral to the tapping hand are shown 

in Table 3.2. The most common change was a positive ∆C’oxy (90%; left hemisphere 

28/31, right hemisphere 28/31). Moreover, in 91% of the subjects showing this 

change, at least one of the four measurement-positions in the central area (left 

hemisphere: Positions 4, 6, 7, and 9; right hemisphere: Positions 16, 18, 19, and 21) 

was included. A negative ∆C’deoxy were less frequently observed (∆C’deoxy: 76%, left 

hemisphere 24/31, right hemisphere 23/31). In 91% of the subjects showing a 

negative ∆C’deoxy, at least one of the four measurement positions in the central area 

was included. Although ∆C’deoxy was generally negative, 16% of the subjects showed a 

positive ∆C’deoxy; a negative ∆C’oxy was observed for only one subject for the 

hemisphere contralateral to the tapping hand.  

The physiological changes of the typical activation pattern (positive ∆C’oxy 

and negative ∆C’deoxy) were consistent with accepted theory1, 49 and previous NIRS 

studies.9, 47 The occurrence probabilities in a previous study47 were nearly consistent 

with the present results for both ∆C’oxy (about 89% in the previous study and 90% in 
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this study) and ∆C’deoxy (about 84% in the previous study and 76% in this study). 

Moreover the combination of a positive ∆C’oxy and a negative ∆C’deoxy was observed in 

73 and 71% of the cases for the previous and present study, respectively. 

 

Table 3.2 Number of subjects (out of 31) who showed a significant ∆C’oxy and ∆C’deoxy 

(two-tailed t-test, p < 0.1). 

   
Left hemisphere  

 (right-hand tapping) 
Right hemisphere  

 (left-hand tapping) 
Positive 28 (25)* 28 (26) 
Negative 1(1) 1(0) ∆C’oxy

Insignificant  2 2 
Positive 3 (3) 7 (1) 
Negative 24 (21) 23 (22) ∆C’deoxy

Insignificant 4 1 

*Numbers in (  ) shows number of subjects having a significant change at measurement 

positions in the central area (left hemisphere: Positions 4, 6, 7, 9; right hemisphere: 

Positions 16, 18, 19, 21). 

 

 The present results showed that a negative ∆C’deoxy was observed less 

frequently in the activation center than positive ∆C’oxy (Fig. 3.1; left hemisphere: 

Position 9; right hemisphere: Position 16). This could be due to the smaller total 

number of ∆C’deoxy activation positions compared to the other hemoglobin species for 

each subject.  
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One possible reason for this is the effect of a random factor, systemic changes, 

on the responses of ∆C’oxy. It has been suggested that a finger-tapping task can lead 

to systemic changes in blood pressure and heart rate that affect measurements of 

∆C’oxy in particular.73, 74 The ∆C’oxy had a larger activation area, i.e., they were 

measured at more positions, while the activation area for ∆C’deoxy was more focused. 

While monitoring the systemic effects and using an analytical method that subtracts 

the effects from the signals would be ideal,73 a more practical approach may be to 

design a task paradigm that does not induce systemic variance between the rest 

period and task period. 

Although it was difficult to distinguish the systemic effects from the cortical 

response or other random effects in this study, the activation area for ∆C’deoxy may 

actually have been smaller than those for ∆C’oxy for most subjects. A previous study 

of simultaneous recordings of fMRI and NIRS signals suggests that ∆C’deoxy provides 

more specific information for focal cerebral responses than ∆C’oxy.75 Moreover, 

another study of simultaneous recordings showed that an activation map using 

∆C’oxy did not overlap maps using ∆C’deoxy and BOLD signals.50 Further study of the 

spatial and temporal diversities between the two signals (∆C’oxy and ∆C’deoxy) is thus 

important. Higher spatial resolution, however, will be needed before OT can be used 

to analyze the activation centers accurately. 
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The probable positions of the highest activation were observed to differ 

between the left (Position 9) and right hemispheres (Position 16). This longitudinal 

asymmetry of the highest activation positions could probably be due to a random 

factor, namely, the probe position, which could be attributed to a methodological 

problem or an anatomical characteristic of the cerebral cortex. The methodological 

problem refers to the inaccuracy placement of the measurement probes since they 

were placed on the head manually, though the positions were determined using the 

10-20 system. Development of a better method for accurate positioning is thus 

needed. In addition, the anatomical characteristic could influence the asymmetry 

due to the anatomical asymmetry of the cerebral cortex. According to a previous 

study,76 the parietal and temporal cortices of the left hemisphere are larger than 

those of the right hemisphere in most subjects. As a result, even though the probes 

are placed symmetrically on the head surface, they may actually be shifted upwards 

in relation to the cerebral cortex. A placement error of only a few millimeters can 

mislead the peak activation position to the next measurement position when the 

investigated area is placed at the center of the measurement area surrounded by 

four measurement positions.41 Even with this possible low spatial resolution, the 

finding that measurement positions with high activation probabilities were around 

the center of the measurement area (left hemisphere: Positions 4, 6, 7, and 9; right 
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hemisphere: Positions 16, 18, 19, and 21) suggests that the 10–20 system is useful in 

determining the measurement area for OT. 

Examination of the activation probabilities in detail (Table 3.2) shows that a 

negative ∆C’deoxy, which can cause the typical BOLD signal pattern, was not as 

consistently observed (negative 76%, positive 16%) as a positive ∆C’oxy (positive 90%, 

negative 3%). This peculiar feature of ∆C’deoxy—the possibility of it being positive or 

negative—might be another reason for the less-focused activation in ∆C’deoxy. These 

results suggest that the ∆C’deoxy signal can occasionally vary not only in amplitude 

but also in direction, which conflicts with the common idea of BOLD fMRI.  

The crosstalk effect due to the wavelength dependence of sensitivity35, 77 

might be one reason for the variability in ∆C’deoxy. However, practical identification 

of the optical path and the activation location is needed to estimate the effect of 

crosstalk accurately. 

Another possibility is that the variability in ∆C’deoxy reflects some 

physiological phenomena relating to brain activation, since unusual behavior in the 

∆C’deoxy or the BOLD signal has been previously reported.1, 51 The variability of 

hemodynamic responses is normally considered to be dependent on several factors 

such as cerebral blood flow (CBF), cerebral blood volume (CBV), and oxygen 

consumption rate (CMRO2).50 One previous study showed positive, negative, and 
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silent BOLD signals with a negative, positive, and subthreshold ∆C’deoxy, respectively, 

while ∆C’oxy showed various behaviors, by simultaneous measurement of fMRI and 

NIRS.50 Another study demonstrated positive ∆C’oxy and ∆C’deoxy in the capillary area 

along with a negative ∆C’deoxy and positive ∆C’oxy in the large vein area.78 

 

 

3.3.2 Variability of activation pattern  

To determine the relationships between ∆C’oxy and ∆C’deoxy in greater details, 

the combination patterns were classified. The patterns and appearance frequencies 

are shown in Table 3.3.  

The most common pattern (positive ∆C’oxy and negative ∆C’deoxy: ↑ ↓) was 

shown in 22 subjects (71%) for each hemisphere. In addition, positive ∆C’oxy with 

subthreshold ∆C’deoxy (↑ -) was observed in three and one subjects (total 6%) for the 

left and right hemispheres, respectively. 

Another frequent pattern was the all-positive pattern (↑ ↑), which was 

observed in three and five subjects (total 13%) for the left and right hemispheres, 

respectively. There were mainly two types of changes in this pattern; a general type 

showed a strong positive ∆C’oxy with a positive ∆C’deoxy (Fig. 3.2 (c)), and a singular 

type which showed a strong positive ∆C’oxy and ∆C’deoxy (Fig. 3.2 (d)).  
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A significant characteristic of all these patterns was a positive ∆C’oxy, which 

was observed in 90% of the cases. The 10% that did not show a positive ∆C’oxy were 

grouped into three patterns; the first is the pattern with a negative ∆C’oxy and a 

positive ∆C’deoxy in the right hemisphere during left tapping (Fig. 3.2 (f); ↓ ↑). In 

addition, the same subject showed only a negative ∆C’oxy in the left hemisphere 

during right-hand tapping (↓-), but a similar pattern of a negative ∆C’oxy and a 

positive ∆C’deoxy was observed in the right (ipsilateral) hemisphere. The changes for 

this subject were therefore classified as being the same pattern. Another is the 

pattern with a positive ∆C’deoxy only in the right hemisphere (- ↑) while the subject 

showed all-positive pattern (↑ ↑) in the left (ipsilateral) hemisphere (Fig. 3 (d)). The 

last is the pattern with a negative ∆C’deoxy only (Fig. 3.2 (e); - ↓). This pattern was 

observed in two subjects (both hemispheres in one; one hemisphere in the other). 

Note that in every case of these three patterns there was a signal change in at least 

one of the hemispheres. 
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Table 3.3 Patterns of signal changes and their occurrence rate among 31 subjects. 

Change pattern*1 Left Hemisphere Right Hemisphere 
∆C’oxy ∆C’deoxy (Right-hand tapping) (Left-hand tapping) 

↑ ↑ 3 5 
↑ ↓ 22 22 
↑ - 3 1 
↓ ↑ 0   1 *2 
↓ ↓ 0 0 
↓ -   1 *2 0 
- ↑ 0   1 *3 
- ↓   2 *4   1 *4 
- - 0 0 

Total 31 31 

*1 ↑ positive, ↓ negative, - subthreshold change. The changes were assessed using a 

two-tailed ｔ-test (p < 0.1). When both changes appeared for one condition, the change for 

more measurement positions was used; when both changes appeared for the same number 

of measurement positions, the change with the maximum t-value (absolute value) was used. 

*2 A subject's pattern with a negative ∆C’oxy and a positive ∆C’deoxy in the right hemisphere 

during left tapping. In addition, this subject showed only a negative ∆C’oxy in the left 

hemisphere during right-hand tapping (↓ --), and a similar pattern of a negative ∆C’oxy and 

a positive ∆C’deoxy was observed in the right (ipsilateral) hemisphere.  

*3 a positive ∆C’deoxy was found only in the right hemisphere (- ↑) while the subject showed 

all-positive pattern (↑ ↑) in the left (ipsilateral) hemisphere. 

*4 Three cases including both hemispheres of one subject. ∆C’deoxy was consistently negative 

though ∆C’oxy tended to be noisy. 
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Fig. 3.2 Representative time courses of ∆C’oxy and ∆C’deoxy. Typical activation pattern 

(positive ∆C’oxy and negative ∆C’deoxy) is shown in (a) and (b); changes in (b) are larger than 

those in (a). An all-positive pattern (positive ∆C’oxy and ∆C’deoxy) is shown in (c) and (d). 

Pattern in (d) was a rare case—∆C’deoxy was positive similar to ∆C’oxy. Two exceptional 

patterns are shown in (e) and (f). The pattern with only a negative ∆C’deoxy, (e), was 

observed in only two subjects. The pattern with a negative ∆C’oxy and a positive ∆C’deoxy, (f), 

was observed in only one subject. 
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The patterns with a positive ∆C’oxy and no positive ∆C’deoxy (↑ ↓ and ↑ - in 

Table 3.3) were classified into the same category, which was the most common 

pattern seen in this study. These patterns were observed in 25 and 23 subjects (77%) 

for the left and right hemispheres, respectively. As mentioned above, the variety of 

patterns for ∆C’deoxy could depend on CBF, CBV, and CMRO2 1, 49, 51 and on the 

proportions of the capillary and large vein areas in the measurement region.78 

Simulation studies in which the proportions of these factors were changed might be 

useful in determining the physiological mechanisms leading to each pattern. In 

addition, the crosstalk effect due to anatomical characteristics or different S/N’s in 

the ∆C’deoxy signal may have resulted in the pattern with subthreshold ∆C’deoxy (↑ -).  

The all-positive pattern (↑ ↑ in Table 3.3), which was occasionally observed 

(13%), was also reported in a number of previous NIRS studies.27, 78, 79 In one of the 

previous studies, this pattern occurred in capillary areas such as the inferior frontal 

gyrus (Broca’s area), while the common pattern with a negative ∆C’deoxy occurred in 

large vein areas such as the superior temporal area.78 If the variability of the 

hemodynamics depends on the distribution of the vascular system, there could be a 

large variability in the distributive condition of vessels among subjects even for the 

same cortical area.  

Our observation on both the common pattern and the all-positive pattern in 
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the same cortical area during the same activation paradigm suggests that the 

variation in activation signals depends on the subject’s anatomical characteristics 

and condition rather than the characteristics of the measurement area or the 

paradigm.  

The patterns described above showing a positive ∆C’oxy were observed in 90% 

of the subjects. This suggests high reliability of ∆C’oxy as an activation signal 

whereas some previous studies used only ∆C’total (the sum of ∆C’oxy and ∆C’deoxy) to 

identify cognitive-related activation.16, 80, 81 

The other 10% are interpreted as follows: an atypical pattern with a positive 

∆C’deoxy (Fig. 3.2 (f); ↓ ↑ and - ↑ in Table 3.3) was observed in one subject. The 

combination pattern, which is similar to the deactivation in fMRI1, 50-52 and PET,53, 82 

possibly appears when CMRO2 significantly increases during activation.50  

Another is the pattern with a negative ∆C’deoxy only (Fig. 3.2 (e); - ↓ in Table 

3.3), which was observed in two subjects (both hemispheres in one; one hemisphere 

in the other). This pattern might result from less sensitivity for ∆C’oxy. While the 

∆C’oxy signal tended to be positive more, the level did not reach the statistical 

threshold for these subjects. This is possibly due to greater noise in the ∆C’oxy signal 

than in the ∆C’deoxy one. Physiological noise, such as low frequency oscillations 55 or 

systemic changes,73, 74 can have more effect on ∆C’oxy than on ∆C’deoxy. Although it 
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may be possible to subtract the systemic changes from Hb signals by using 

simultaneously recorded data for the arterial saturation and heart rate,73 

simultaneous measurements of these physiological signals with NIRS is difficult. 

Another pattern was a positive ∆C’deoxy only in the right hemisphere (- ↑ in 

Table 3.3) during left-hand tapping, while this subject showed an all-positive pattern 

(↑ ↑) in the ipsilateral (left) hemisphere as well as during contralateral right-hand 

tapping (Fig. 3.2 (d)). While activation in both hemispheres during unilateral finger 

movement has been reported,83, 84 predominant activation in the ipsilateral one 

rarely occurs in normal adults. Further examination with anatomical imaging will 

be necessary to explain this unusual lateralization. 

 

 

3.4 Conclusion 

 

The generality (variability) of the Hb signals induced by sensorimotor 

activation was studied in 31 healthy subjects by employing the same paradigm 

described in chapter 2. Activation patterns with a positive ∆C’oxy for the hemisphere 

contralateral to the tapping hand were observed with a high probability (90%), 

thereby suggesting that a positive ∆C’oxy is the most useful parameter for detecting 
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activation signals. In addition, the finding that the activation positions tended to be 

around the center of the measurement area demonstrated the usefulness of the 

10–20 system in determining the measurement positions even in different subjects. 

That is, it is possible to reproduce the activation center (spatial information) in OT 

imaging for different subjects with an error of approximately 30 mm (the distance 

between adjoining measurement positions) when the 10–20 system is used. 

On the other hand, a negative ∆C’deoxy, which can cause the typical BOLD 

signal pattern, was not observed consistently in this study (76%). In addition, 

various atypical activation patterns were observed in approximately 10% of the 

subjects. Clarifying the effects of random factors on the differences in activation 

signals will be important for both OT improvement and physiological studies. 
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4. Reducing Fluctuations in the Background Functions by 

Devising Task-Paradigm 
 

 

4.1 Introduction 

 

  In this chapter, the efficacy of a devising-task paradigm for reducing the 

fluctuations (activity) originating from background functions (random factor 1) such 

as the attention level was examined. The task paradigm is defined as the design of 

tasks and/or stimuli to control the subject’s state and the time sequence of the 

presentation. The basic concept is that minimizing the differences in background 

functions, for example, attention, between the task and rest periods is useful for 

measuring the delicate activation signals produced by the reduced fluctuations in 

the Hb signals. 

As explained chapter 1.3, fluctuations due to background functions rather 

than the targeted function can be a significant random factor. This is a fundamental 

issue for most of the functional imaging methods because using rest periods as 

baseline conditions is obligatory for measuring the activation signal in these 

methods. Conventionally, researchers have used the rest period with no task being 

performed as a zero-activity condition as compared to the task/stimulation period; 
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however, recent reports have cautioned that there is no inherent baseline state in 

the brain; instead unconstrained cognitive activity is present.52, 53 Accordingly, the 

fluctuations from background functions in the rest period can be a significant 

biological random factor, which should be considered here. In addition, the attention 

level is one of the background functions that cause fluctuations in the activation 

signals. Although the significance of controlling the subject state in the resting 

period has become common knowledge in cognitive science, this idea is not fully 

comprehended by OT researchers. Most of the previous functional studies using OT 

or NIRS focused on primary functions in the visual domain29, 30 and the sensorimotor 

domain,9, 12, 47 or the obscure cognitive functions of the frontal lobes,26, 28, 30 not using 

any control task in the resting state. 

In this study, a dichotic listening task that controlled the subjects’ attention 

was used at every stage to detect an intact activation signal from the targeted 

cognitive process. The activation signal that is produced in response to speech 

recognition is selected for this measurement because it has been confirmed that 

small language components of speech recognition, such as word recognition and 

sentence comprehension, are represented in slightly different cortical areas.68 

Accordingly, it would be appropriate to test the detection ability for delicate 

activation signals. Well-designed task paradigms have been applied in fMRI studies 
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over the years; the effect of the devising-task paradigm in OT has not yet been 

demonstrated. 

 

 

4.2 Methods 

 

4.2.1 Subject 

Seven male native Japanese speakers (ages: 21 − 32) participated in the 

present study.  They showed right-handedness (laterality quotients: 81 − 100) by 

the Edinburgh inventory.85 The subjects’ consent was obtained in written form prior 

to the experiments. Approval for the human experiments was obtained from the 

institutional review board of the University of Tokyo, Graduate school of Arts and 

Sciences. 

 

4.2.2 Auditory stimuli 

The auditory stimuli used in this study were speech sounds and non-speech 

sounds that were presented in speech-recognition tasks and a control task, 

respectively. All speech sounds were digitized (16 bit, 11025 Hz) using speech 

synthesis software (Oshaberi-mate, Fujitsu, Tokyo, Japan) that converts Japanese 

written text into sound waveforms. Sine wave tone and white noise used in the 
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control task were synthesized by sound-editing software (Sound Forge XP, Sonic 

Foundry, Inc.). Speech sounds and non-speech sounds were presented with a 

stereophonic headphone at the peak of 60-dB and 58-dB sound pressure levels, 

respectively. 

 

4.2.3 Task paradigm 

A dichotic listening paradigm was used for all tasks in this study. Dichotic 

listening is a psychological procedure, where two different sounds are presented to 

both the left and right ears (one sound to each ear) normally using a set of 

headphones. Subjects are generally requested to pay attention to either one or both 

(divided attention condition) of the sounds in the task. The task using this procedure 

is considered to be effective in controlling the subjects’ attention. Target stimuli and 

non-target stimuli were simultaneously presented to different ears every 2 s, and a 

target was alternatively presented to either the left ear or the right ear at random 

intervals. The frequency of presentation of targets was balanced between the left 

and right ears. Subjects were asked to track targets and to press a button when a 

target was shifted to the other side. 

In the control task, a tone (sine wave: 1000 Hz) and white noise (low-pass 

cut-off frequency: 1000 or 10000 Hz) were presented as targets and non-targets, 
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respectively (duration: 1000 ms). In order to confirm that subjects performed tasks 

by recognizing targets, a tone of different pitch (sine wave: 300 Hz) was presented as 

a non-target at a lower rate. These probe stimuli prevented subjects from performing 

the tasks by tracking non-targets only. 

Two speech-recognition tasks were used: (1) a repeat task, in which the 

targets consisted of one repeated sentence, and (2) the story task, in which the 

targets were successive different sentences of a continuous story. In the repeat task, 

one sentence (duration: 1000 − 1530 ms, mean: 1270 ms) was repeated for a 36-s 

period, and different sentences were used in each period. Successive sentences for 

the story task were divided into phrases at natural break-points (duration: 590 − 

1650 ms, mean: 1150 ms) for the presentation. In both tasks, a non-target was 

obtained by scrambling the sequence of syllables of the correspondent target. These 

jumbled stimuli conformed to the rules of Japanese phonetics but had no meaning.  

A sentence different from the target for the repeat task and contextually anomalous 

phrases for the story task were used as probe stimuli. These tasks, therefore, cannot 

be completed appropriately by just identifying speech sounds without paying 

attention to their meanings.  

The essential differences among these tasks are listed in Table 4.1. In every 

task, some background functions such as sound listening, attention to perform the 
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task, and finger movement (button press) are controlled. Therefore, the activation 

signals due to speech recognition, including speech sound listening, word recognition, 

sentence comprehension, and context comprehension, between the story task and 

control task were expected to be comparable. Moreover, a more selective activation 

signal induced by the target function, i.e., sentence comprehension, can be extracted 

by comparing the story task and the repeat task. 

 

Table 4. 1 Expected components involved in the three tasks 

  Control task Repeat task Story task 

Targeted 
function 

Context comprehension      

Sentence comprehension      
Word recognition      
Speech sound listening      
Sound listening       
Attention       

Background 
functions 

Finger movement 
(button press) 

      

 
 
 

4.2.4 Experimental procedures 

During the experiments, the subject sat in a chair with his eyes closed in a 

dark room. A pair of head shells with probe sockets was attached on both sides of the 

subject's head. In a single run with the repeat tasks (R), a 36-s period for the control 

74 

  

 



Chapter 4 

task and the repeat task alternated three times, with one more control period at the 

end of a run. A single run with the story tasks (S) had the same alternation.  

Twelve runs were performed in the order of alternating S-R-R-S and R-S-S-R in one 

imaging session. Each subject was tested in at least two sessions. The first run of 

either S or R was counterbalanced by subsequent sessions. 

After the experiment, a three-dimensional (3D) magnetic resonance (MR) 

image was taken of the subject to reconstruct a cortical surface image. Alfacalcidol 

beads (0.25 µg) buried in a head shell were used as MR markers, which can be 

identified on the MR image as spheres (diameter: 3 mm).  

 

4.2.5 OT procedures 

Two OT systems with the same calibration (ETG-100 and ETG-A1; Hitachi 

Medical Corporation, Tokyo, Japan) were used, one for each hemisphere.  

Near-infrared laser diodes with two wavelengths (780 nm and 830 nm) were used as 

the light sources. The reflected lights were detected with avalanche photodiodes 

located 30 mm from an incident position. Using lock-in amplifiers, the detected 

signal was separated into individual light sources with each wavelength (Yamashita 

et al., 1999). The transmittance data ln T(λ,t) for a wavelength (λ) at measurement 

time (t) was obtained for each run. 
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The position of each MR marker was a midpoint between an incident point 

and a detection point. Each measurement point was defined as an intersection of the 

cortical surface and a perpendicular line from a marker point (Maki et al., 1996). 

Twenty-two points in each hemisphere were simultaneously measured at minimum 

spatial intervals of 21 mm, and each point was sampled every 500 ms. The measured 

region in each hemisphere centered on the Sylvian fissure and covered an area of 6 × 

12 cm2 (Fig. 4.1). 

 

 

 

. 

 

 

 

 

 
 

 Fig. 4.1 The measurement positions in the left hemisphere. The numbers represent

index numbers for the measurement positions. The right hemisphere has the same 

arrangement of measurement points (1 at the superior-posterior corner). Cortical 

surface images were reconstructed from 3D MR images of a representative subject
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4.2.6 Data analyses 

Time-series data of ln T(λ,t) in a single run were baseline-corrected with a 

curve of the third degree, which was fitted for time points during the control task 

(Fig. 4.2). Either intra-subject data or inter-subject data of multiple runs (R or S) 

were then averaged for each wavelength before calculating the Hb signals. In the 

case of calculating the hemodynamics in the story run (S) relative to that in the 

repeat run (R), averaged runs under the two conditions were directly compared. R or 

S was also compared with the baseline curve in a similar manner. Because the Hb 

signals are relative changes from the baseline in the latter case, a long-range fitting, 

which spans more than one cycle of control-stimulation-control, should be used to 

estimate a baseline level throughout a single run (Fig. 4.2). By comparing ln T(λ,t) 

under two conditions, the Hb signals (∆C’oxy and ∆C’deoxy) were calculated. 
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Fig.  4.2 Representative time courses of transmittance data at Ch 16 for one subject. (a) 

Data for a wavelength of 780 nm. (b) Data for a wavelength of 830 nm. Thick solid lines 

show the averaged transmittance data ln T(λ,t) for each wavelength (λ) at time (t) in an 

arbitrary unit (a.u.). Note the prominent signal changes, which synchronize with each onset 

and end of three periods of the repeat task (R). For baseline correction, the data are fitted 

for time points during the control task with a curve of the third degree (thin solid lines).  

The relative difference between data for the two wavelengths is not affected when only 

linear interpolation is applied (broken lines), but fitting with a third-degree curve was 

found to be better than linear fitting for a long-range fitting, which proved that the 

activation signal was reproduced for each task period. 
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The Hb signals were assumed to be delayed 6 s from the task periods in this 

study, and each shifted period of the story and repeat tasks was defined as an 

activation period. A correlation coefficient (r) of hemoglobin time points with a 

box-car waveform (each period: 36 s, delay: 6 s) was calculated for each 

measurement point (Bandettini et al., 1993; Watanabe et al., 1998), and an r-map 

was created from the r-values. As a threshold for the r-values, 0.73 or –0.73 was 

chosen for statistical significance (P = 0.05). This level of significance was 

determined from an equation:   

) P = 2 · Q ( TH · N1/2 ), 

where Q (u) represents the upper probability of normal distribution above u

threshold of r, and N is the number of samples. N should be the number of 

independent samples, and here N = 7 was assumed, which was the number 

alternated periods in each run. 

 

 

4.3 Results and Discussion 

 

4.3.1 Task performance 

The behavioral accuracy and reaction times are shown in Table 4.2. A

ANOVA indicated no main effect of tasks in the total performance (F(2,18) =
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> 0.05), or in the probe performance (F(2,18) = 3.3, p > 0.05). On the other hand, 

there was a main effect of tasks in the reaction time (F(2,18) = 7.5, p < 0.005).  

Post-hoc tests (Fisher's PLSD) revealed a difference between control and repeat 

tasks (p < 0.05), and a difference between control and story tasks (p < 0.005). The 

difference between the repeat and story tasks, however, was not significant (p > 0.1).  

These results suggest that the repeat and story tasks were equally balanced in terms 

of behavioral control for task difficulty. 

 

Table 4.2 Behavioral performances for tasks 

Task Total accuracy (%) Probe accuracy (%) Reaction time (ms) 

Control 97 ± 1.0 98 ± 0.8 660 ± 59 

Repeat 97 ± 1.2 96 ± 1.3 870 ± 73 

Story 93 ± 1.6 94 ± 1.1 990 ± 49 

Note: Mean and standard errors are shown (N = 7).   

 

4.3.2 Mapping the difference between the story and repeat tasks 

The r-map for the hemodynamics in the story run relative to that in the repeat 

run shows a focal activation in the left superior temporal cortex (Fig. 4.3). In these 

figures, r-maps for averaged data among subjects were superimposed on a 

representative cortical surface image of one subject. Two measurement positions at 
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16 and 21 showed significant activation in ∆C’oxy (Fig. 4.3 (a)). These two 

measurement points were on the superior and middle temporal gyri. Comparing the 

individual mean signals during the story and repeat tasks (at a plateau level, from 

10 s after the onset to the end of the task period) of Position 16 and those of Position 

21, ANOVA (subjects × channels × periods) indicated the main effect of channels 

(F(1,32) = 4.2, p < 0.05) and no other main effects. The positive ∆C’oxy at Position 21 

was significantly larger than that at Position 16. Moreover, the r-map in ∆C’deoxy (4.3 

(b)) showed Position 21 as a significant activation point. These results showed that 

the activation in the story task relative to the repeat task was more prominent in the 

mid-lateral part (Position 21) of the left temporal cortex. 

 

4.3.3 Spatial registration 

The measured areas were carefully assessed among subjects using their 3D 

MR images. Based on Talairach coordinates,86 the positions of measurement points 

were determined for each subject. The largest distance in the positions of the same 

measurement point among subjects was less than 18 mm in both hemispheres. The 

activated measurement points shown in Fig. 4.1 were confirmed to be on the 

superior and middle temporal gyri in all subjects (Ch 16: x = − 65 ± 2.0, y = − 36 ± 6.3, 

z = 16 ± 5.0; Ch 21: x = − 64 ± 1.9, y = − 48 ± 6.5, z = 5.9 ± 5.5). 
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Fig. 4.3 Superior temporal cortex activation in the story task. (a) The r-maps of ∆C’oxy in 

the story task relative to the repeat task. The r-values were calculated from averaged data 

among subjects. The cortical surface images were reconstructed from 3D MR images of the 

same subject as in Fig. 4.1. In each map, r-values are color-coded using the color scale on 

the right. 4Activation in the story task was found in the left superior temporal cortex.  

Two points at Positions 16 and 21 showed significant r-values in the area (Point 16: r = 0.73, 

Point 21: r = 0.84). The r-maps for the right hemisphere showed no significant activation in 

this comparison (r < 0.5). (b) The r-maps of ∆C’deoxy in the story task relative to the repeat 

task. Focal activation was found in the mid-lateral part of the left temporal cortex. The 

position at 21 showed a significant r-value (r = − 0.73). The r-maps for the right hemisphere 

showed no significant activation in this comparison (r > − 0.5). 
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4.3.4 Hemodynamic differences between the story and repeat runs 

The hemodynamics in the story and repeat runs relative to the baseline were 

further examined. The temporal changes at Positions 16 and 21 are shown in Fig. 4.4. 

With a delay of 6 s, a positive ∆C’oxy synchronized with each onset of the story task, 

and after reaching a plateau, ∆C’oxy returned to the baseline level at the end of the 

task (Fig. 4.4 (a), (b)). Although a negative ∆C’deoxy also synchronized with each 

period of the story task, ∆C’deoxy did not exactly mirror the temporal dynamics of 

∆C’oxy. Similar, but smaller, changes in both ∆C’oxy and ∆C’deoxy were observed in the 

repeat run (Fig. 4.4 (c), (d)). These results suggest that the hemodynamics reflects 

the processing of complex temporal and spectral features related to speech sounds.   

These two measurement points (Positions 16 and 21) showed similar 

hemodynamics, which was confirmed by significant temporal correlations (p < 

0.0001) in the story task (∆C’oxy: 0.97, ∆C’deoxy: 0.80) and in the repeat task (∆C’oxy: 

0.88, ∆C’deoxy: 0.65). Although Position 16 did not show significant activation for 

∆C’deoxy in the direct comparison (Fig. 4.3 (b)), the hemodynamics at both 

measurement points were parallel when compared with the baseline.   

After the two measurement positions were averaged, the individual mean 

hemodynamics in the activation periods were statistically compared between the 

story and repeat runs (Fig. 4.5).  Both the positive ∆C’oxy and negative ∆C’deoxy 
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during the story task were two times larger than those during the repeat task.  

ANOVA (subjects × tasks × periods) was performed separately for ∆C’oxy and ∆C’deoxy.  

This analysis indicated a significant main effect of tasks (∆C’oxy: F(1,12) = 36, 

∆C’deoxy: F(1,12) = 36, p < 0.0001) without any interactions.  

 

 

Fig. 4.4 Hemodynamics in speech-recognition tasks relative to the control task. (a) The 

story run at Position 16. (b) The story run at Position 21. (c) The repeat run at Position 16.  

(d) The repeat run at Position 21. Red lines show the mostly positive ∆C’oxy, whereas blue 

lines show the mostly negative ∆C’deoxy. These temporal changes were calculated from 

averaged data among subjects. There are three periods of either the story task (S) or the 

repeat task (R) in each run. 
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Fig. 4.5 Mean signals in the activation periods relative to the baseline. Each sample is 

intra-subject averaged data of mean Hb signals during each activation period, averaging 

Position 16 and Position 21. Error bars indicate the standard errors (n = 21). The filled 

bars denote mean signal changes in the story task, and the open bars denote changes in the 

repeat task. According to post-hoc tests (Fisher's PLSD), the differences between the story 

and repeat tasks were significant in both ∆C’oxy and ∆C’deoxy (*P < 0.01). 

 

4.3.5 Relationships between ∆C’oxy and ∆C’deoxy dynamics 

Two types of correlations between ∆C’oxy and ∆C’deoxy dynamics were further 

examined. First, mean of either ∆C’oxy or ∆C’deoxy in each activation period were 

compared among subjects (Position 16 and Position 21 averaged). The inter-subject 

correlation coefficient between mean ∆C’oxy and mean ∆C’deoxy was significantly 

negative in the story task (−0.71, p = 0.0001) and in the repeat task (−0.86, p < 

0.0001). In both tasks, the more the ∆C’oxy signals increased, the more the ∆C’deoxy 
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signals decreased. This result suggests that means of both ∆C’oxy and ∆C’deoxy are 

useful indices of task activation that can be used for functional mapping. 

Secondly, each corresponding time point of ∆C’oxy and ∆C’deoxy was compared in 

the activation periods of the story run for inter-subject averaged data. As indicated 

above, the exact temporal dynamics of ∆C’deoxy did not mirror those of ∆C’oxy. 

Accordingly, the temporal correlation coefficient between ∆C’oxy and ∆C’deoxy was not 

significant (0.11, p > 0.1, Position 16 and Position 21 averaged). These results 

indicate that the temporal information of ∆C’oxy and ∆C’deoxy may reflect different 

physiological processes whose temporal dynamics are dependent over the long term 

(~ 30 s) but are different in the short term (< 10 s). 

 

4.3.6 Laterality 

Hemispheric differences were examined by separately analyzing the temporal 

dynamics of ∆C’oxy in the story and repeat runs. The r-maps of ∆C’oxy in each task 

relative to the baseline are shown in Fig. 4.6. Activation area was found in the 

superior temporal cortex bilaterally in both comparisons. Measurement positions 

with significant r-values are listed in Table 4.3. Positions 16, 20, and 21 were located 

on the superior temporal cortex, and Positions 15 and 19 were found on the Sylvian 

fissure in almost all hemispheres. Some of these measurement points showed 
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activation in both hemispheres. It is clear that wider regions with more 

measurement points were activated in the story task than the repeat task in both 

hemispheres. 

After the measurement points shown in Table 4.3 were averaged within each 

subject, the mean ∆C’oxy in each activation period were examined among subjects.  

ANOVA (subjects × hemispheres × tasks × periods) indicated no main effect of 

hemispheres (F(1,44) = 0.10, p > 0.1), but there was a significant interaction between 

hemispheres and tasks (F(1,44) = 5.5, p < 0.05).  Separate ANOVA for hemispheres 

indicated a main effect for tasks only in the left hemisphere (Left: F(1,12) = 12, p < 

0.01, Right: F(1,12) = 0.68, P > 0.1). This result is consistent with the r-map of direct 

comparison between the story and repeat runs (Fig. 4.3).   

 

Table 4.3 Comparison of measurement points with activation 

Hemisphere Task Measurement points with activation 

Story 15, 16, 19, 20, 21 
Left 

Repeat 16, 20 

Story 15, 16, 19, 20 
Right 

Repeat 15, 19, 20 

Note: Numbers shown are the measurement positions whose r-values were above 
the threshold of r = 0.73. These r-values were obtained by using ∆C’oxy time courses, 
which were calculated from averaged data among subjects. These Position numbers 
correspond to positions in Fig. 4.1.   
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Fig. 4.6 Superior temporal cortex activation in the story and repeat tasks. (a) The r-maps of 

∆C’oxy in the story task relative to the control task. Averaged data among subjects were 

used to obtain the r-values. The r-maps were superimposed on the same brain images as in 

Fig. 4.1. The r-values are color-coded using the color scale shown in the figure. Although 

the superior temporal cortex was found to be activated in both hemispheres, the left 

hemisphere showed more prominent activation relative to the right hemisphere. (b) The 

r-maps of ∆C’oxy in the repeat task relative to the control task. In both hemispheres, similar 

activation was found in the superior temporal cortex. The activation in the repeat task was 

less prominent compared with that in the story task. Channels for the measurement points 

with significant r-values are listed in Table 4.3. 
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There are two major findings in the present chapter. First, focal activation 

was found in the left superior temporal cortex, preferentially for the story task over 

the repeat task. Compared with the baseline, it was confirmed that a positive ∆C’oxy 

and a negative ∆C’deoxy synchronized with each period of the story run. These 

activation patterns were consistent with results of most of the previous NIRS 

studies.9, 12, 47, 87 Although similar changes were observed in the repeat run, the 

signals in the repeat run were half those in the story run. Secondly, a 

correspondence and dissociation between ∆C’oxy and ∆C’deoxy dynamics were found.  

The mean ∆C’oxy and ∆C’deoxy signals in each activation period were negatively 

correlated, while the exact temporal dynamics of ∆C’oxy and ∆C’deoxy did not mirror 

each other. 

Critical differences in cognitive factors between the story and repeat tasks 

would be the load of processing speech stimuli. Recognition of successive different 

sentences of a story demands more auditory, memory, and language information 

processing than the recognition of repeated sentences. The selective activation in the 

superior and middle temporal gyri reported here is consistent with the role of the 

primate temporal association area in memory storage and memory retrieval.88 

Further, this finding is consistent with a previous PET study that clearly showed an 

activation of the left superior and middle temporal gyri when subjects listened to 
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continuous speech in their native language.68 Moreover, the left middle temporal 

gyrus was activated only in that story condition among other conditions such as 

distorted stories, matching with the prominent activation of Position 21 in the 

present study. 

The current study clearly shows that the OT can be successfully applied to 

mapping the functional localization of delicate cognitive processes, as well as to 

measure the temporal dynamics of cognitive activity. Because there was a 

correspondence and dissociation between ∆C’oxy and ∆C’deoxy dynamics, it suggests 

that OT has the potential to provide novel information not previously obtained with 

other imaging techniques. 

 

 

4.4 Conclusion 

 

This study examined a possible solution for a random factor of background 

functions by devising-task for controlling these background functions. In this case, 

the speech recognition task that controls some background functions, such as the 

subjects’ attention, is used in every period to detect an intact activation signal from 

the targeted cognitive process. A comparison between the story task and the repeat 
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task showed selective activation in the superior and middle temporal gyri; this 

finding is consistent with the results of previous studies.68 

This result demonstrates the efficacy and significance of devising task- 

paradigm for reducing the fluctuations resulting from background functions and 

detecting delicate activation signals in OT measurements.  
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5. Reducing System-related Noise by Wavelength Selection 

 

 

5.1 Introduction 

 

In this chapter, the practicality of wavelength selection for reducing the 

system-related noise is examined. Wavelength selection, which is one of the 

system-related factors, is concerned with the optical properties of the head (random 

factor 2: interaction noise between the system and a subject) in relation to the 

measurement algorithm. 

In dual-wavelength analysis, equations (eqs. (1-1)-(1-3)) based on the modified 

Beer-Lambert law are used as described in Chapter 1.2. Here, The Hb signals (∆C’oxy 

and ∆C’deoxy) are expressed as the hemoglobin concentration changes (∆Coxy and 

∆Cdeoxy) multiplied by the indefinite optical path-length in the activation region (L). 

Wavelengths that are symmetric about the point where the optical absorptions of 

oxy Hb and deoxy Hb are equal (approximately 800 nm) are usually represented as 

λ1 and λ2 (e.g., 780 and 830 nm). However, optimal wavelengths have not yet been 

determined considering both the theoretical and practical aspects. The present study 

aims at improving the signal-to-noise ratio (S/N) by reducing the system-related 

noise for ∆C’oxy and ∆ C’deoxy that express cortical activation by selecting an 
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appropriate wavelength pair for practical use. 

According to the general error-propagation law, the noise levels in the Hb 

signals depend on the differences in the hemoglobin absorption coefficients between 

the two wavelengths.89 The theoretical noise levels in ∆C’oxy and ∆C’deoxy depend on 

the wavelengths and can be expressed as 
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where δ∆C’oxy (λ1, λ2) and δ∆C’deoxy (λ1, λ2) are the indirectly measured noise levels of 

∆C’oxy (λ1, λ2) and ∆C’deoxy (λ1, λ2), and δ∆A (λ1) and δ∆A(λ2) are the directly measured noise 

levels of ∆A(λ1) and ∆A(λ2). Assuming that δ∆A (λ1) and δ∆A(λ2) are random and 

independent, δ∆C’oxy (λ1, λ2) and δ∆C’deoxy (λ1, λ2) are calculated using equations (5-1) and 

(5-2). On the assumption that δ∆A(λ1) and δ∆A(λ2) are the same, using a wavelength 

pair having a larger difference in the hemoglobin absorption between the two 

wavelengths should reduce system-related noise. For example, wavelengths shorter 

than 780 nm paired with 830 nm should provide less noise in measurements of ∆C’oxy 

and ∆C’deoxy.89 Another study using a similar theory suggests that the 780- and 

830-nm pairing is not optimal for oxygen-saturation-related measurements.90 
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However, the optimal range of wavelengths has not been determined and the 

effectiveness of these wavelengths for practical use is still unclear. A previous 

study89 measured only motor function in the parietal lobe of one subject although 

optical properties are predicted to depend on the anatomical variances among 

subjects and areas. Although the results supported the theoretical prediction that 

using two wavelengths having larger differences in the absorption coefficients of 

hemoglobin reduces measurement noise, they did not clarify the method’s 

practicality. On the other hand, another study90 conducted simultaneous 

measurements with multiple wavelengths of 675, 691, 752, 780, 788, 830, and 840 

nm. The study, however, did not compare actual noise levels among wavelength 

pairs although it concluded that pairing 690 or 760 nm with 830 nm is better than 

pairing 780 nm with 830 nm for measuring oxygenation changes.  

Experimental examination of the Hb signal dynamics resulting from the use 

of an optimal wavelength (approximately 650-750 nm) paired with 830 nm is 

necessary to determine the practicality of this method because simulation studies 

cannot verify every possible model. In particular, the practicality of each wavelength 

should be investigated by measuring the variation in the detected light power, which 

depends on the transparency of the wavelength in tissue. Moreover, the 

dependencies of the activation-signal profile and S/N on the wavelengths should be 
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examined to verify that these wavelengths measure the hemodynamics induced by 

the same cortical activation. 

In this study, the cortical activations in four areas (frontal, occipital, parietal, 

and temporal) were measured and simultaneously recorded. Five possible 

wavelengths (678, 692, 750, 782, and 830 nm) were used to determine an optimal 

wavelength among 678, 692, 750, and 782 nm for pairing with 830 nm in order to 

reduce the system noise in practical measurements. Note that the wavelengths that 

are suggested for use are limited to two because it is not possible to achieve a low 

system noise in this method by using more than two wavelengths. One of the reasons 

for this is that the directly measured noise levels such as δ∆A(λ1) and δ∆A(λ2) in 

equations (5-1) and (5-2), would increase according to the number of wavelengths. 

Moreover, the irradiation power of each wavelength should be lower if a greater 

number of wavelengths are used because the total irradiation power of the light is 

restricted based on the safety criterion. This naturally results in increased noise 

levels in the directly measured optical signals. 
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5.2 Methods 
 
 

5.2.1 Subjects and measurement paradigm 

Four subjects (two men, two women; ages 25-45) gave informed consent to 

participate in this study. All subjects showed right-handedness by the Edinburgh 

inventory.85 

Four stimulation paradigms were given to each subject for measurement of 

the four cortical areas (Table. 5.1). To measure frontal cortex activation, mental 

arithmetic tasks were used. Some mental tasks including the mental arithmetic task 

were used to activate the frontal cortex in previous NIRS studies.27, 28 During the 

task, a number from 1 to 9 was randomly presented every 1500 ms, and the subjects 

were instructed to mentally calculate the running total and to whisper the answer 

with minimal jaw movement at the end of each string that comprised 10 numbers. 

For the occipital cortex measurements, rectangular black-and-red checkerboard 

stimuli with the squares reversing between black and red at a frequency of 8 Hz 

were presented. The occipital activation during the checker-board stimulation was 

previously reported in an OT study.91 The subjects were instructed to focus their 

attention on the fixation cross at the center. The parietal cortices were activated 

using a finger-tapping task–the fingers of the left hand were placed on the tip of the 
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thumb in serial order (forefinger – second finger – third finger – little finger – third 

finger – second finger – forefinger). The subjects were asked to repeat the tapping 

sequence as rapidly as possible during the time ‘Tapping’ was presented on a CRT 

monitor. Certain previous studies have shown the involvement of sensorimotor 

activation in the parietal lobe in a finger-tapping task.9, 47 Auditory-language stimuli 

(speech sounds) were used for the temporal area measurements. he efficacy of speech 

sounds in inducing temporal cortex activation was demonstrated in the study 

described in chapter 4. The subject wore headphones and was instructed to carefully 

listen to a Japanese story presented through the headphones while looking at the 

fixation cross on the monitor. In each measurement paradigm, a 15-s stimulation 

period and a 30-s rest period were alternated ten times after a 30-s rest period. All 

the visual stimuli were displayed on a CRT monitor placed 70 cm from the subject’s 

eyes in a dark room. During the measurements, the subject sat in a chair and was 

instructed to fix his or her gaze on the cross at the center of monitor and to 

concentrate on each task.  
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Table 5.1 Task/Stimulation paradigms and the measurement positions for the four 

cortical areas 

 Measurement area 

 Frontal cortex Occipital 
cortex Parietal cortex Temporal 

cortex 

Task/Stimulus Mental-arithmetic 
task27, 28 

Checkerboard 
stimulus91 

Finger-tapping 
task9, 47 

Speech-sounds 
listening task 
(see chapter 4) 

Targeted 
function Working memory Visual 

perception 
Sensorimotor 

function 
Speech 

recognition 

Measurement 
position 

according to 
the 10-20 

system63, 64 

  
 

 
 

 

T3C4

O1

F8

F4

Fp2

The measurement positions are shown by the MünsterT2T-Converter(3DVersion) 
(http://wwwneuro03.uni-muenster.de/ger/t2tconv/conv3d.html). 

 

The measurement positions were determined for each subject based on the 

preliminary experiments using OT (ETG-100: Hitachi Medical Corporation, Japan) 

using the 780- and 830-nm pairing. The positions showing significant activation in 

the frontal areas were around the middle of the FP2, F4, and F8 locations in the 10-20 

system (Table 5.1). The measurement positions in the occipital, parietal, and 

temporal areas were determined to be around the O1, C4, and T3 locations, 

respectively (Table 5.1). In general, the locations in the international 10-20 system 

have an appropriate relationship with cortical anatomy.65, 67 
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5.2.2 NIRS measurement 

A measurement system with five laser diodes operating at different 

wavelengths (678, 692, 750, 782, and 830 nm) was used (Fig. 5.1). The five waves 

were guided into an optical fiber to irradiate the same point simultaneously. The 

continuous mixed-light was irradiated on the subjects’ head, and the reflected light 

was detected every 100 ms using an avalanche photodiode (APD) located 30 mm 

from the incident position. Optical fibers (diameter of 1 mm) were used for both the 

irradiating and detecting lights. The average power of each light source was 0.93 

mW, and each source was modulated at a different frequency (1.0 - 2.7 kHz) to 

enable separation using a lock-in amplifier after detection.  

 

 

Fig. 5.1 Diagram of measurement system. APD: avalanche photodiode 
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5.2.3 Data analysis 

The detected temporal data for the attenuation change at each wavelength 

were separated into blocks consisting of a 5-s pre-stimulation period during the 

resting state, a 15-s stimulation period during the stimulation, and a 25-s 

post-stimulation period during the rest state. The data were baseline-corrected 

using the data for the 5-s pre-stimulation period and the data for the final 10-s of the 

post-stimulation period. After eliminating the blocks with artifacts caused by 

obvious motions such as a cough or sneeze, more than eight blocks were left for each 

area and subject. The ∆C’oxy (λ1, λ2) and ∆C’deoxy  (λ1, λ2) were derived in the same way as 

described in Chapter 2.1 from the attenuation data of two wavelengths (∆A(λ1) and 

∆A(λ2),), one of which was fixed at 830 nm and paired with one of the four other 

wavelengths. The ∆C’oxy and ∆C’deoxy for the 782- and 830-nm pair (the 782-nm 

pairing) were compared with those for the 678-, 692-, and 750-nm pairing in each 

area.  

Activation signals were statistically assessed and selected. Assuming that the 

hemodynamics induced by the stimuli were delayed 6 s from the stimuli onset, the 

shifted period of the stimulation was defined as the activation period. The mean 

∆C’oxy (∆C’deoxy) during the pre-stimulation period and those during the activation 

period were calculated for each block. Based on the t-value (paired t-test) between 
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the mean ∆C’oxy (∆C’deoxy) in the pre-stimulation periods and those in the activation 

periods, data with significant t-values (two-tailed t-test, p < 0.1) were selected for 

further analysis using the activation signal. After the selection, the mean ∆C’oxy 

(∆C’deoxy) in the activation periods were used to examine the signal amplitude and 

signal-to-noise ratio (S/N). The S/N was calculated by dividing the signal amplitude 

with the noise amplitude.  

The noise amplitude in the ∆C’oxy (∆C’deoxy) was determined using 

attenuation data for the first pre-stimulation period of 20 s before the original data 

was separated into blocks. The ∆C’oxy and ∆C’deoxy were derived from the attenuation 

data after it was baseline-corrected using a line. The noise amplitude was defined as 

the standard deviation in the ∆C’oxy and ∆C’deoxy after applying a high-pass 1.5-Hz 

filter. A filtering threshold was set so as to extract the pure system noise, 

eliminating the effect of spontaneous low-frequency fluctuations and physiological 

signals such as respiration and pulse signals.  

 

 

5.3 Results and Discussion 

 

5.3.1 Detected power of reflected light 

The detected power of the original reflected light (830 nm) is shown in Fig. 
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5.2 for each cortical area. The power detected in the frontal area differed greatly 

from those in the other areas, probably because the subjects had no hair covering the 

frontal area. The power detected in the temporal area was higher than in the 

occipital and parietal areas, possibly due to differences in the root-of-hair density 

and cranium thickness.  

As shown in Fig. 5.3, the relative detected power was weaker the shorter the 

wavelength, except for the frontal area. Compared with the detected power for 830 

nm, those for 678, 692, and 750 nm were 36%, 44%, and 59% on average, respectively. 

The power detected in each area differed depended on the wavelength, suggesting 

the need for spectroscopic study of human hair. 

 

 

Fig. 5.2 Mean detected power (830 nm) in four cortical areas, calculated using recorded 

voltage, and corrected for detector’s wavelength sensitivity and amplifier gain. Error bars 

indicate standard error. 
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Fig. 5.3 Relative detected power of five wavelengths for each area corrected for detector’s 

wavelength sensitivity and amplifier gain, and normalized by data for 830 nm. Error bars 

indicate standard error. 

 

5.3.2 Signal time course 

The block-averaged results for each cortical area for each wavelength pair for 

a representative subject are shown in Fig. 5.4. The shapes of the time courses 

obtained with the different wavelength pairs were similar for each area.  As in 

previous Chapters, a positive ∆C’oxy and negative ∆C’deoxy were observed during the 

task period in the occipital, parietal, and temporal areas. However, both of ∆C’oxy and 

∆C’deoxy were positive in the frontal area. This result suggests that the fundamental 

variability (positive or negative) in ∆C’deoxy was not due to the wavelength selection 

because every wavelength-pair showed a similar tendency, while the cause of 

variable ∆C’deoxy, as discussed in Chapter 3, is still under debate. 
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The t-tests for all subjects except one indicated significant activation for both 

∆C’oxy and ∆C’deoxy in every cortical area. The exceptional subject showed 

subthreshold ∆C’deoxy only in the parietal and occipital areas. One reason for the 

exception might be the possibility of variation in the ∆C’deoxy,50, 78 and another 

possibility is a poor S/N for ∆C’deoxy in both areas (Table 5.2). The activation-signal 

amplitudes for ∆C’deoxy are usually less than half those for oxy-Hb.12 

 

Fig. 5.4 Block-averaged hemodynamics in each cortical area for each wavelength pair for a 

representative subject. All wavelength pairs were simultaneously measured in each area.  

In the ‘stim’ period, a stimulus or task was given to the subject.     
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Table 5.2 Relative signal-to-noise ratios (S/Ns) for four areas for 782-nm pairing, 

calculated by dividing signal (amplitude of Hb signals in activation periods) by noise level 

(standard deviation during pre-activation period). They were normalized using ∆C’oxy data 

for frontal area. 

 
Hb signals Area Relative S/N 

(Mean ±S.E.) 
Frontal 1.00 

Occipital 0.57 ± 0.11 
Parietal 0.46 ± 0.05 

∆C’oxy

Temporal 0.62 ± 0.04 
Frontal 0.64± 0.04 

Occipital 0.31± 0.13 
Parietal 0.20± 0.08 

∆C’deoxy

Temporal 0.37± 0.10 
S.E.: standard error. 

 

After low-pass 0.8-Hz filtering, the profiles obtained from the four 

wavelength-pairs were compared. The low-pass filtering eliminated the effects of 

high-frequency system noise. The correlation coefficients (Pearson’s product-moment 

correlation coefficient) are listed in Table 5.3. Every comparison shows a significant 

positive correlation (p < 0.0001) for all subjects, indicating that every wavelength 

pair measured almost the same cortical area. 

The correlation coefficients for ∆C’dexy for all areas except for the frontal area 

were relatively low because of the lower S/N in those areas. The mean S/Ns for 

∆C’deoxy in the occipital, parietal, and temporal areas were about 31%, 20%, and 37% 
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relative to the S/N for ∆C’oxy in the frontal area, respectively (Table 6.1). The lower 

correlate coefficients for ∆C’deoxy may have resulted from the area dependence of the 

detected power (Fig. 5.2) and a lower S/N. 

 

Table 5.3 Correlation-coefficients of ∆C’oxy and ∆C’deoxy time-courses in wavelength-pairs 

comparison. Profiles after low-pass 0.8-Hz filtering were compared. 

∆C’oxy

Wavelength-pairs 
comparison 

Frontal 
(Mean±S.E.) 

Occipital 
(Mean±S.E.) 

Parietal 
(Mean±S.E.) 

Temporal 
(Mean±S.E.) 

678-830 / 692-830 0.998±0.001 0.934±0.028 0.967±0.021 0.983±0.013 
678-830 / 750-830 0.998±0.001 0.937±0.029 0.959±0.029 0.986±0.004 
678-830 / 782-830 0.989±0.003 0.909±0.031 0.891±0.045 0.977±0.006 
692-830 / 750-830 0.998±0.001  0.918±0.039 0.948±0.038 0.985±0.004 
692-830 / 782-830 0.992±0.002 0.902±0.042 0.884±0.049 0.981±0.006 
750-830 / 782-830 0.993±0.002 0.909±0.031 0.887±0.050 0.980±0.005 

 

∆C’deoxy

Wavelength-pairs 
comparison 

Frontal 
(Mean±S.E.) 

Occipital 
(Mean±S.E.) 

Parietal 
(Mean±S.E.) 

Temporal 
(Mean±S.E.) 

678-830 / 692-830 0.979±0.014 0.803±0.081 0.730±0.091 0.795±0.075 
678-830 / 750-830 0.978±0.006 0.824±0.058 0.810±0.070 0.782±0.088 
678-830 / 782-830 0.970±0.013 0.782±0.059 0.575±0.058 0.760±0.090 
692-830 / 750-830 0.972±0.019 0.845±0.052 0.760±0.070 0.779±0.101 
692-830 / 782-830 0.970±0.017 0.825±0.047 0.598±0.084 0.829±0.054 
750-830 / 782-830 0.981±0.008 0.824±0.049 0.641±0.076 0.801±0.076 

                                                          S.E.: standard error. 
 
 
 
 
 

106 

  

 



Chapter 5   

5.3.3 Activation-signal amplitude 

The activation-signal amplitudes normalized using the data for the 782-nm 

pairing are shown in Fig. 5.5. The amplitudes were lower for the shorter 

wavelengths in most cases. An analysis of variance (ANOVA) (wavelength-pairs 

×areas) indicated significant effect of wavelength pairs for ∆C’deoxy (F(3,40) = 3.65, p 

< 0.05) although no significant effect for ∆C’oxy (F(3,48) = 0.97, p > 0.1) was found.  

According to eqs. (1-1)-(1-3), the NIRS signals (∆C’oxy and ∆C’deoxy) do not depend on 

the wavelength pair, but it is possible that the activation-signal amplitudes were 

affected by a difference in optical path-lengths (Ls) among the wavelengths. 
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Fig. 5.5 Relative mean signals in activation periods, normalized using data in 782-nm 

pairing. Each sample was intra-subject averaged data from 6 s after onset of stimulation to 

end of stimulation. Error bars indicate standard error. 

 

Although the path-length (L) should be the same for different wavelengths 

according to eqs.(1-1)-(1-3), it changes depending on the optical properties of the 

biological tissue. L was defined as the partial path-length, which is the average 
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path-length of light traveling through a focal region of absorber changes.92 To 

estimate the wavelength dependence of the activation-signal amplitude, the relative 

path-length (L’ ) was calculated for each wavelength, on the assumption that the 

path-lengths of 782 and 830 nm are the same: 
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where the concentration changes for the 782-nm pairing were used as the standard 

changes (∆C’oxy (782, 830) and ∆C’deoxy (782, 830)) for every wavelength in order to isolate 

the difference in amplitude of ∆C’oxy and ∆C’deoxy for the 678-, 692-, and 750-nm 

pairings due to the variance in optical path-length (L) from that for the 782-nm 

pairing. Recent reports suggest that the partial path-length is more appropriate 

than the differential path-length, for compensating for the difference in NIRS 

sensitivity.33, 34 

The relative path-lengths (L’ ) calculated for each area are shown in Fig. 5.6.  

The average path-lengths for 678, 692, and 750 nm were shorter than those for 782 

and 830 nm although there were large inter-subject variances. These results 

indicate that the variances in the signal amplitude might be explained by the effect 

of the varying path-lengths. The large variances for 678, 692, and 750 nm would 
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greatly affect the ∆C’deoxy because shorter wavelengths have a higher absorption 

coefficient in deoxy-Hb.  

 

 

Fig. 5.6 Relative optical path-length (L) calculated for each block for each subject and area 

and then averaged for each area. Error bars indicate standard error.    

 

The wavelength dependence of the optical path-length might raise concern 

about the cross talk effect.35 Although the optimal wavelength pair, which actually 

resulted in the minimum cross talk, could not be determined since the L’ s were 

calculated on the assumption that the path-lengths of 782 and 830 nm are the same, 

it is important that the direction of the signal (positive or negative) was consistent 

among the wavelength-pairs in each hemoglobin and subject. This suggests that the 
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wavelength dependence of cross talk was small enough not to cause a different 

activation pattern, and that the signal amplitude can be corrected using the relative 

path-length when the signal amplitudes in the 782-nm pair are fixed as the 

standard.  

 

5.3.4 Wavelength-dependence of spatial sensitivity 

The wavelength dependence of the optical path-length also suggests that the 

measurement area differs among wavelengths. Significantly, the relative 

path-lengths were (1) the partial path-length in the activation area and (2) the 

calculated path-length when the concentration change for the 782-nm pair was fixed 

as the standard. It was not possible to determine whether each optical path passed 

through the same tissue because the optical path depends on absorption and 

scattering not only in the cerebral cortex but also in the skin, muscle, skull, and so 

on. However, the similar shape time-courses shown in Fig. 5.4 and Table 5.2 

demonstrate that every wavelength could be used to measure the same area and 

that differences in the signal amplitude are due to differences in the partial 

path-length. 

To estimate the spatial distribution of the optical path at these wavelengths, 

an additional measurement for the occipital cortex was conducted with three 
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different S-D distances of 20, 30, and 40 mm (Fig. 5.7). In general, the amplitude of 

the activation Hb-signal was smaller at shorter S-D distances due to a shorter 

optical path-length in the activation area. It is therefore expected that the difference 

in spatial distribution of the optical path will be reflected in the inclinations of the 

amplitude of the activation signal (the change in signal amplitudes depends on the 

S-D distances). 

 

 

Fig. 5.7 Schematic setup for simultaneous measurements with five wavelengths.        

PC: personal computer, APD: avalanche photodiode. 

 

The differences in activation-signal amplitudes depending on the S-D 

distance among the four wavelength pairs were examined. The activation-signal 
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amplitude was defined as the average values during the activation period; these are 

plotted in fig. 5.8. The larger activation-signal amplitudes were obtained at the 

channels with larger S-D distances for every wavelength pair. Concerning the 

wavelength dependence, the inclinations of activation-signal amplitude according to 

S-D distance appeared to be the same for the wavelength 692, 750, and 782 nm, but 

slightly different for 678 nm. These results suggest that the difference in spatial 

distributions of optical paths is negligible when using the wavelength 692, 750, and 

782 nm pairing with 830 nm. 

 

 

Fig. 5.8 Amplitudes of activation signals (averages in stimulation period with 7-s delay). 
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5.3.5 Noise levels in ∆C'oxy and ∆C'deoxy

The noise levels normalized by the noise amplitude in the 782-nm pairing are 

shown in Fig. 5.9 for the four wavelength pairs and four areas. The wavelength pairs 

using 678, 692, and 750 nm generally produced less noise for both ∆C’oxy and ∆C’deoxy 

in every area. An ANOVA (wavelength-pairs × areas) was used to test the 

dependence of the wavelength pairs on noise in Hb signals. It showed a significant 

main effect of wavelength pairs (∆C’oxy: F(3, 48) = 3.36, p < 0.05, ∆C’deoxy: F(3, 48) = 

21.90, p < 0. 0001). Post-hoc tests (Fisher’s PLSD) revealed differences between the 

678-nm pairing and the 782-nm pairing (∆C’oxy: p < 0.01, ∆C’deoxy: p < 0.01) and 

between the 692-nm pairing and 782-nm pairing ((∆C’oxy: p < 0.05, ∆C’deoxy: p < 0.01).  

Although a significant main effect of area was shown in the ANOVA (∆C’oxy: F(3, 48) 

= 17.00, p < 0.001, ∆C’deoxy: F(3, 48) = 2.80, p < 0.05), the interaction between 

wavelength pair and area was not significant. These results suggest that the noise 

levels in the 678- and 692-nm pairings were lower than those in the 782-nm pairing 

regardless of area and subject. The dependence of the noise level on the area was 

probably due to the difference in transparency between areas, as previously 

mentioned. 
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Fig. 5.9 Relative noise level of ∆C'oxy and ∆C'deoxy. Noise level was standard deviation in rest 

period, normalized by standard deviation in 782-nm pairing. Levels were calculated for 

each subject, then averaged among subjects. Error bars indicate standard error.  

 

The experimentally obtained noise levels corresponded to those derived from 

theory (eqs. (5-1) and (5-2)), as shown in Fig. 5.10. The experimental and theoretical 

noise levels showed significantly high correlation coefficients (∆C'oxy: 0.99, p < 0.0001, 
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∆C'deoxy: 0.99, p < 0.0001), indicating that the noise levels were properly assessed. 

Consequently, these results suggest that using a shorter wavelength reduces noise 

levels in most OT measurements. 

 

 

Fig. 5.10 Scattering diagram of theoretical noise amplitude (horizontal axis) and 

experimental noise amplitude (vertical axis). F: frontal area, O: occipital area, P: parietal 

area, and T: temporal area. 

 

5.3.6 Signal-to-noise ratio 

The relative S/N levels normalized using those in the 780-nm pairing are 

shown in Fig. 5.11. In most areas, using 678 or 692 nm with 830 nm produced the 

highest S/N. An ANOVA (wavelength-pairs ×areas) revealed a significant main 

effect of wavelength pairs both for ∆C'oxy (F(3,48) = 21.90, p < 0.001) and for (∆C'deoxy 

(F(3,40) = 6.27, p < 0.005). For ∆C'oxy, post-hoc tests (Fisher’s PLSD) indicated a 
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difference for every comparison (p < 0.005) except for that between the 678-nm 

pairing and the 692-nm pairing, suggesting that the most sensitive measurement is 

achieved using the 678- or the 692-nm pairing. In contrast, post-hoc tests (Fisher’s 

PLSD) for ∆C'deoxy revealed a difference between the 678-nm pairing and the 

692-paring (p < 0.05). A difference for every comparison (p < 0.05) except for that 

between the 678- and the 750-nm pairing was demonstrated in this analysis.  

Therefore, it can be concluded that the 692-nm pairing provides the highest S/N for 

∆C'deoxy measurements in this system. 

The S/Ns for the 692-nm pairing for ∆C'oxy and ∆C'deoxy were approximately 

1.52 and 1.63 times higher than those for the 782-nm pairing. Thus, the 692-nm 

pairing provided the highest S/N for both ∆C'oxy and ∆C'deoxy in the present system 

although the error-propagation law predicts a higher S/N when using shorter 

wavelength such as 678 nm. This suggests that the optimal wavelength cannot be 

determined only by the wavelength (absorption-coefficient of hemoglobin 

species)–the optical properties of the measurement area must be considered. Note 

that the optimal wavelength also depends on the system properties, such as the 

irradiated light intensity and detection device. These results demonstrate the 

practicality of using around 690 nm to improve OT measurements for brain 

functional study. 
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Fig. 5.11 Relative signal-to-noise ratio for wavelength pairs, normalized using data in 

782-nm pairing. Error bars indicate standard error.  
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5.4 Conclusion 

 

This study examined the practicality of wavelength selection for reducing the 

system-related noise. Wavelength selection, which is one of the system-related 

factors, is concerned with the optical properties of the head (random factor 2: 

interaction noise between the system and a subject) in relation to the measurement 

algorithm. One light wavelength should be shorter than the conventional 

wavelength (780 nm) used in the theoretical estimation of system-related factors 

(measurement algorithm), but the wavelength range should be limited based on the 

actual optical properties of subject’s head. Therefore, the possible wavelengths of 678, 

692, 750, and 782 nm are examined for pairing with the wavelength of 830 nm in the 

practical NIRS measurements of activation signals in four different cortical areas 

among four subjects. 

Noise levels in ∆C'oxy and ∆C'deoxy decreased when using wavelengths shorter 

than 782 nm, as predicted by the error-propagation law, and the S/N was improved 

in most cases. Although it has been suggested that activation-signal amplitudes are 

affected by a difference in the optical path-lengths, the ∆C'oxy and ∆C'deoxy time 

courses measured using all wavelength pairs agreed well in each cortical area. This 

suggests that this wavelength range can be used to measure the same cortical area. 
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The 692-nm pairing generally provided the highest S/N both for oxy- and deoxy-Hb 

in this system. Although the detected power of the transparent light at 678 and 692 

nm did weaken in most cases, the effects of the absorption coefficients surpassed 

those of the decreasing transparent light on noise reduction for measurements of 

∆C'oxy and ∆C'deoxy. Consequently, a wavelength of approximately 690 nm is a more 

optimal choice than that of approximately 780 nm for pairing with 830 nm in order 

to reduce the system-related noise in practical approaches. This in turn will help in 

achieving a higher S/N in the measurement of ∆C'oxy and ∆C'deoxy induced by cortical 

activity. 
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6. Conclusion 

 

 

6.1 Conclusions 

 

This study aims at improving the existing OT system—wherein the signals 

may be affected by a number of random factors—to a more useful and practical 

complete imaging method for human brain functions. The activation signals that 

were measured using the conventional OT method were examined in order to 

evaluate the tolerance of the random factors under the present conditions. Some 

solutions to reduce the fluctuations in the activation signals caused by some random 

factors were also studied. 

First, the reproducibility of the activation signals measured by OT was 

examined to evaluate the tolerance of the random factors and to explore the tolerant 

characteristics of the activation signals. In chapter 2, the within-subject 

reproducibility of the activation signals was examined during the imaging of 

sensorimotor activations by a finger-tapping task. The within-subject comparison of 

the activation signals, which was evaluated by conducting two sessions six months 

apart for each subject, showed a consistent fundamental pattern involving a positive 
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∆C'oxy and a negative ∆C'deoxy  for the activation signals. The high reproducibility of 

the temporal and spatial information of the activation signals was particularly 

emphasized; however, the signal amplitudes were not consistent between the two 

sessions. These results suggest that the time course of temporal information is 

particularly useful in detecting activation signals with tolerant characteristics for 

random factors. Moreover, the high reproducibility of the spatial information 

(location of the activation area) indicated the efficacy of the 10–20 system in 

determining the locations of probe positions within the same subject. In chapter 3, 

the reproducibility (generality) and variability of activation patterns such as a 

positive ∆C'oxy and a negative ∆C'deoxy were studied in 31 subjects by applying the 

same paradigm as described in chapter 2. Here, a positive ∆C'oxy was observed in 

90% of the subjects with similar location of the activation center, thereby suggesting 

that a positive ∆C'oxy is the most useful parameter for detecting activation signals 

and that the 10–20 system is useful in determining the locations of probe positions 

even in different subjects. However, atypical activation patterns observed in the 

remaining 10% subjects were due to fluctuations caused by some random factors. 

Second, possible solutions for some random factors causing fluctuations in 

activation signals were examined. The study of chapter 4 examined a solution to 

reduce the fluctuation from the background functions, such as the attention level of 
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subjects. In this study, a dichotic listening task that controlled the subjects’ 

attention was used at every stage to detect an intact activation signal from the 

targeted cognitive process of the speech recognition. The results showing localized 

activation signal, which was consistent with a previous cognitive study, 

demonstrated the significance of a devising-task paradigm for reducing the 

fluctuation from background functions in OT measurements. In chapter 5, a study 

that examines the practical relevance of wavelength selection in reducing the 

system-related noise of activation signals is reported. Although optimal wavelength 

pairs can be proposed on the basis of theoretical estimations, the wavelength range 

should be limited based on the actual optical properties of the subject’s head. The 

study conducted the measurements with the possible wavelengths of 678, 692, 750, 

and 782 nm, for pairing with the wavelength of 830 nm, to identify the optimal 

wavelengths for practical measurements. The evaluations for the activation signals 

and noise levels in four cortical areas in four subjects demonstrated that the 692 and 

830 nm pair produced the highest common S/N. 
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6.2 Prospects 

 

From these findings above, I propose a future direction of improving the OT 

system in order to render it more useful and effective (Fig. 6.1).  

First, a support system for some diagnostics is suggested based on the finding 

of high reproducibility in temporal information within subject as described in 

chapter 2 (Fig. 6.1 ①, Japan-patent pending: Application No. 2004-174925). This 

system accumulates the OT data by subject and displaying the longitudinal change 

in the temporal information within subject. Though the effectiveness for any 

diagnosis has been unclear, the temporal information should have important 

information representing the subjects’ state.  

Second, a probe cap with tape measures can be developed according to the 

evidence that the 10-20 system is useful to determine the locations of probe positions 

on the head as suggested in chapter 2 and 3 (Fig. 6.1 ②, Japan-patent pending: 

Application No. 2002-363370). This probe cap enables us to determine the accurate 

positions relative to some biological marks, such as inion and nasion, which is used 

in the 10-20 system.  

Thirdly, I developed a more convenient stimulation system to perform a 

variety of task-paradigms or stimulation-paradigms using visual, auditory, and 
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tactile stimulation (Fig. 6.1 ③, Japan-patent pending: Application No. 

2005-240551). This is characterized by the easy method to develop task-paradigms 

by using a list and a table without computer programs. It will help users not being 

engaged in research but in clinical or industrial fields, and will contribute to the 

expansion of OT in various fields.  

Fourthly, the new system equipped with laser diodes at 690 nm paired with 

830 nm has been on the market (Fig.6.1 ④, ETG-4000, Hitachi Medical Corporation, 

Japan), because the practicality of using 690 nm rather than 780 nm was confirmed 

in the study described in chapter 5. In addition, the method to select proper 

wavelengths depending on the head position (Japan-patent pending: Application 

No.2002-198282; US-patent: US 6,907,279 B2), and the method to set the optimum 

proportion in the light power of the two wavelengths (Japan-patent pending: 

Application No. 2003-373891), according to the findings in chapter 5. They should be 

useful to achieve more sensitivity for Hb signals by optimizing parameters by the 

head part, but it is difficult to practice them due to some reasons, such as device 

performance and production cost. 
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A B
① 

④ 

② 

③ 

 

Fig. 6.1 Rough sketch of a novel approach for improving the OT system. A: conventional 

OT measurement, B: OT measurement as proposed in this chapter. The photographs have 

been provided by Hitachi Medical Corporation. 

 

This thesis examined the activation signals measured in the conventional OT 

measurement and explore some solutions to reduce the fluctuations caused by 

random factors. It is no more than an initial step for OT to be a more useful and 

practical complete imaging method for human brain functions. Even if the potential 

of the OT technique is exploited to its fullest, it may still fail to compete with fMRI 

as an imaging modality. However, I would emphasize the unique advantages of OT 

to other modalities, for example, its complete noninvasiveness, its ease of use and 

less constraints for the subject, its ability to measure two different signals (∆C’oxy 

and ∆C’oxy), suggesting that these are strong assets of this technique. I will seek and 
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realize a new application, which administers to human and society, while I continue 

to improve the OT system itself. 

Finally, two concrete technical issues, that should be solved urgently, are 

described here.  

(1) A standard method for signal processing and statistical analysis is demanded. 

The analytical methods tolerable for some random factors have been developed in 

some laboratories,93 including the findings described in this thesis. These 

methods should be shared on a common platform for signal processing and 

statistical analysis. Our group has started the collaborate project to develop the 

platform software for signal processing and statistical analysis in OT (OT 

Signal-processing Platform: OSP). 

(2) To identify the probe positions on the anatomical image without MRI 

measurement is a desirable technique in OT. A group of National Food Research 

Institute (Tsukuba, Japan) examined the cranio-cerebral correlation using MRI 

via the 10-20 system, and normalized cortical projection points of the 10-20 

system to the standard coordinates of the brain with their probabilistic 

distribution.65 Based on their study, the method for corresponding the spatial 

information of OT to the anatomical information of the brain is also been 

developing in the collaboration project for OSP.
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