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Chapter 1

Introduction

Brownian motion is the most important stochastic process in probability the-
ory. This process is obtained by mathematical modeling of irregular movement
of pollen, suspended in water. Brownian motion has many mathematical prop-
erties such as independent and stationary increments, Gaussianity, or Markovian
property, etc. Each of these is a worth concept in probability theory and useful
for modeling of random phenomena. Selfsimilarity is one of them. We call a
stochastic process “selfsimilar” if for any a > 0, time scaling parameter, there
exists b > 0, space scaling parameter such that laws of {X(at)} and {bX(t)} are
the same in the sense of finite dimensional distributions. If b equals to aH with
some H > 0, then this process is said to be H-selfsimilar. For example, Brownian
motion is 1/2-selfsimilar.

Selfsimilar processes have been widely studied, and some extensions are con-
sidered. One of the extensions is “semi-selfsimilarity”, where {X(at)} and {bX(t)}
have the same laws for some a 6= 1. Another extension is “operator selfsimilar-
ity”. In a multidimensional case, space scaling parameter can be taken as linear
operator. By these extensions, we can expect more flexible modeling of random
phenomena. For example, Maejima and Sato, and Becker-Kern studied operator
semi-selfsimilar processes with independent increments in [MaSa03] and [Be04].
However, some problems are left. In this thesis, we consider some aspects of oper-
ator semi-selfsimilar processes, namely, its general theory and concrete examples.
The organization of this thesis is the following:

In chapter 2, mainly we describe known results. In Section 2.1, we give the
definition of selfsimilarity and existence of its exponent. In Section 2.2, defi-
nitions of selfsimilarity and stability are given. These distributions have deep
relations to selfsimilar processes. These relations are extended in following chap-
ters. In section 2.3, we show new result, local limit theorem for semi-stable Lévy
processes.

In chapter 3, we consider processes extended to two directions, semi-selfsimilarities
and operator case. Selfsimilar processes are studied widely and many properties
are known. Operator semi-selfsimilar processes have similar properties to those
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of selfsimilar processes. For selfsimilar processes, the space scaling parameter b
is represented by time scaling parameter a and an exponent H as b = aH . This
representations still valid for the cases of semi-selfsimilar or operator selfsimilar
processes. On the other hand, in the case of operator semi-selfsimilar processes,
space scaling parameter B is represented by a time scaling parameter a, an ex-
ponent matrix H and sign matrix S. Marginal distributions of processes are
also effected by the sign matrix. We investigate for operator semi-stable Lévy
processes.

In chapter 4, we consider stochastic integrals with respect to the random
measures induced by operator semi-stable Lévy processes. The integrated pro-
cesses have operator semi-selfsimilarity with stationary but not necessarily with
independent increments. In [MaM94], they defined integral related to operator
stable processes, and in [MaSa99], they dealt semi-stable cases. In Section 4.1,
we will give definition of stochastic integral by operator semi-stable. Conditions
of integrand are also given. In Section 4.2, we investigate properties of special
case of this integrated process as integrand function has selfsimilarity. In [V87],
he dealt with the case where integrand function has 1-dimensional selfsimilarity
and seek the relation among selfsimilarities of integrand process, integrated one
and obtained one. We also inquire operator semi-stable case.

In chapter 5 ,we consider Kesten and Spitzer’s problem and construct the
example of operator semi-selfsimilar processes. Kesten and Spitzer considered
“Random walks in random scenery” in [KS79] as follows: Let Z-valued random
variables Xi’s and R-valued random variables ξ(k)’s belong to the domain of at-
traction of strictly α-stable (α ∈ (1, 2]) distribution and that of strictly β-stable
(β ∈ (0, 2]) distribution, respectively. Assume that they are independent and
E[X1] = 0. We set Wl =

∑l
k=0 ξ(Sk), where Sk =

∑k
i=1 Xi and S0 = 0. Asymp-

totic behavior of {Wn} is determined by two kinds of randomness, random walks
{Sn} and random scenery {ξ(k)}, and they imply an interesting selfsimilarity for
a scaled random walks. We assume that Xi’s and ξ(k)’s belong to the domains of
partial attraction of strictly semi-stable and that of strictly operator semi-stable
distribution, respectively. Semi-stable distributions are infinitely divisible, and
to any infinitely divisible distribution there corresponds a Lévy process, which is
a process having independent and stationary increments, stochastic continuity,
and starting at 0. We show that the scaled {Wn} converges weakly to a process,
which is defined by stochastic integrals in chapter 4.

Throughout the thesis, we mainly deal two topics of operator semi-selfsimilar
processes. One is general theory, especially an exponent of semi-selfsimilarity. In
the case of a selfsimilar process, there always exsits an exponent. Namely, a space
scaling matrix is “positive”. However for the semi-selfsimilar case, a matrix of
sign is necessary. This indicates that a semi-selfsimilar process allows “negativity”
for space scaling matrices. The other is the example of operator semi-selfsimilar
processes. Operator semi-selfsimilar processes are defined formally and have few
examples. Thus, we construct the example of operator semi-selfsimilar processes
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by using some stochastic integral. However, this is still abstract. To realize
this stochastic integral, we construct a concrete model by using random walks in
random sceneries.
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Chapter 2

Definitions of selfsimilarity and
stability

2.1 Selfsimilar, semi-selfsimilar and operator self-

similar processes

As mentioned in Introduction, selfsimilar, semi-selfsimilar and operator selfsim-
ilar processes are already widely studied. In Section 2.1, we introduce some
of known results. These are extended to operator semi-selfsimilar cases in the
following chapter. In Section 2.2, we explain stable distributions. In the follow-
ing chapters, there are many relations among operator semi-selfsimilar processes,
operator stable distributions.

Most stochastic processes discussed in this chapter are Rd-valued processes
and defined on a common probability space (Ω,F , P ). We give a definition of self-
similarity and semi-selfsimilarity of processes and operator selfsimilar processes
as follows:

Definition 2.1.1

(1) An Rd-valued stochastic process {X(t), t ≥ 0} is called wide sense self-
similar if for any a > 0, there exist b > 0 and a non-random function
c : [0,∞) → Rd such that such that

{X(at)} d
= {bX(t) + c(t)}, (2.1.1)

(2) an Rd-valued stochastic process {X(t), t ≥ 0} is called wide sense semi-
selfsimilar if there exists a a ∈ (0, 1) ∪ (1,∞), b > 0 and a non-random
function c : [0,∞) → Rd such that such that

{X(at)} d
= {bX(t) + c(t)}, (2.1.2)

5



(3) an Rd-valued stochastic process {X(t), t ≥ 0} is called wide sense operator
selfsimilar if for any a > 0, there exist real d×d matrix B and a non-random
function c : [0,∞) → Rd such that

{X(at)} d
= {BX(t) + c(t)}, (2.1.3)

(4) an Rd-valued stochastic process {X(t), t ≥ 0} is called wide sense operator
semi-selfsimilar if for some a ∈ (0, 1)∪ (1,∞), there exist real d× d matrix
B and a non-random function c : [0,∞) → Rd such that

{X(at)} d
= {BX(t) + c(t)}, (2.1.4)

where
d
= denotes equality in all joint distributions with respect to P . The number

b in (2) is called a span of a semi-selfsimilar process.

We say that {X(t), t ≥ 0} is stochastically continuous at t if

lim
h→0

P{|X(t + h)−X(t)| > ε} = 0, for any ε > 0.

We also say that {X(t), t ≥ 0} is trivial if the distribution of {X(t)} is a δ-
distribution for every t > 0. The following relations between a and b in the above
definition are known:

Theorem 2.1.2 ([La62], [MaSa99] and [Sa91])

(1) If a wide sense selfsimilar process {X(t), t ≥ 0} is non-trivial, X0 =const.
almost surely and stochastically continuous at t = 0, then there exists a
unique exponent H > 0 such that b in (2.1.1) can be expressed as b = aH .

(2) If a wide sense semi-selfsimilar process {X(t), t ≥ 0} is non-trivial, X0 =const.
almost surely and stochastically continuous at any t ≥ 0, then there exists
a unique exponent H > 0 such that b in (2.1.2) can be expressed as b = aH .

(3) If a wide sense operator selfsimilar process {X(t), t ≥ 0} is non-trivial,
X0 =const. almost surely and stochastically continuous at any t ≥ 0, then
there exists a unique exponent real d× d matrix H such that (2.1.4) can be

expressed {X(at)} d
= {aHX(t) + c(t)}.

Considering the selfsimilar and semi-selfsimilar processes such that each of them
has a unique exponent H > 0, we use terminology H-selfsimilar and H-semi-
selfsimilar process respectively.
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2.2 Stable distributions and Lévy processes

We say that a probability distribution µ on Rd is full if its support is not contained
in any proper hyperplane of Rd.

Definition 2.2.1 For operator semi-stable distributions, Q∗ is an transposed
matrix of Q and 〈·, ·〉 is an inner product in Rd.

(1) A full probability distribution µ on Rd is called semi-stable, if its charac-
teristic function µ̂ satisfies

µ̂(z)a = µ̂(aqz)ei〈z,c〉, z ∈ Rd, (2.2.1)

for some a > 1, q > 0 and c ∈ Rd. If c = 0, µ is said to be strictly semi-
stable. If (2.2.1) satisfies for any a > 0 and some q > 0 and c ∈ Rd, µ is
called stable and strictly stable, respectively.

(2) A full probability distribution µ on Rd is called Q-operator semi-stable, if
µ̂ satisfies

µ̂(z)a = µ̂(aQ∗z)ei〈z,c〉, z ∈ Rd, (2.2.2)

for some a > 1, real invertible d × d matrix Q and c ∈ Rd. If c = 0,
µ is said to be strictly Q-operator semi-stable. If (2.2.2) satisfies for any
a > 0 and some b > 0 and c ∈ Rd, µ is called Q-operator stable and strictly
Q-operator stable, respectively.

Such an matrix Q is not determined uniquely but its eigenvalues are determined.
For real parts of eigenvalues of Q we denote by TQ and τQ their maximum one
and minimum one, respectively. In the case where (2.2.2) is satisfied, we have
τQ ≥ 1/2, and if τQ > 1/2, then µ is purely non-Gaussian. Set

r = inf{a > 1 : (2.2.2) holds.}.

In the case where r = 1, µ is nothing but operator stable. We thus assume r > 1
and call µ in (2.2.2) and r above an operator (r,Q)-semi-stable distribution and its
span, respectively. When q = 1

α
in (2.2.1), we call it (r, α)-semi-stable distribution.

It is known that semi-stable distributions can be characterized as certain limits
of normalized partial sums of independent and identically distributed random
variables. See Chapter 7 in [MS01] for more details about operator (semi-)stable
distributions. For a full semi-stable distribution µ, we define the domain of partial
attraction of µ as follows:

Definition 2.2.2 Let {Xi, i ∈ N} be independent and identically distributed Rd-
valued random variables. We say that Xi’s belong to the domain of partial attrac-
tion of operator (r,Q)-semi-stable distribution µ with span r > 1, if there exist a
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sequence {kn} satisfying limn→∞ kn+1/kn = rn0 with some n0 ∈ N, a sequence of
real invertible d× d matrices {An} and a sequence {cn}, cn ∈ Rd such that

A−1
n

kn∑

i=1

Xi + cn
d−→ µ, (2.2.3)

where
d−→ denotes weak convergence.

We use the following representation of the characteristic function of purely
non-Gaussian operator (r,Q)-semi-stable distribution µ̂ in (2.2.2) given in [Ch87]:

µ̂(z) = exp

{∫

SQ

γ(dx)
∫ ∞

0

[
ei〈z,sQx〉 − 1

−i〈z, sQx〉I[sQx ∈ D]
]
d

(
−Hx(s)

s

)
+ i〈z, c〉

}
, (2.2.4)

where SQ = {x ∈ Rd : ‖x‖ = 1, ‖tQx‖ > 1 for any t > 1} with Euclidean norm
‖ · ‖, D = {x ∈ Rd : ‖x‖ ≤ 1}, γ is a finite measure on SQ, and Hx(s) is a
non-negative function such that

(1) Hx(s)/s is non-increasing in s for each x,

(2) Hx(s) is right-continuous in s for each x and measurable in x for each s,

(3) Hx(1) = 1,

(4) Hx(rs) = Hx(s).

We next give the definition of Lévy processes, that is a very important class
of stochastic processes including Brownian motion.

Definition 2.2.3 A stochastic process {X(t)} on Rd is called Lévy process if
the following conditions are satisfied.

(1) X(0) = 0 almost surely.

(2) For any choice of n ≥ 1 and 0 ≤ t0 < t1 < t2 < · · · < tn, random variables
X(t0), X(t1) −X(t0), X(t2) −X(t1), . . . , X(tn) −X(tn−1) are independent
(independent increment property).

(3) The distribution of X(s + t) − X(s) does not depend on s (stationary in-
crement property).

(4) It is stochastically continuous.

(5) Its sample paths are right-continuous and have left limits almost surely.
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The following proposition implies the condition that a Lévy process is self-
similar and semi-selfsimilar process.

Proposition 2.2.4 (Proposition 13.5 in [Sa99b]) We assume that {X(t)} is a
Lévy process. Then, the distribution of X(1) is α-stable (resp. α-semi-stable)
if and only if {X(t)} is wide sense 1/α-selfsimilar (resp. wide sense 1/α-semi-
selfsimilar).

This proposition implies that their marginal distributions of selfsimilar and
semi-selfsimilar Lévy processes are completely determined by the distribution at
time 1.

2.3 Local limit theorems for semi-stable Lévy

processes

In this section, we assume the dimension d = 1. As mentioned in the previous
section, semi-stable distributions can be characterized as a certain subsequential
limits of normalized partial sums of independent and identically distributed ran-
dom variables, and we show that (r, α)-semi-stable Lévy processes can also be
constructed from such random variables. In this section, we consider the case of
(r, α)-semi-stable distributions.

By using suitable slowly varying functions l1 and l2 at ∞, subsequences {kn}
and {an} in (2.2.3) such that

kn = rnl1(r
n), and an = k1/α

n l2(kn) (2.3.1)

can be taken, respectively. In the following, we always assume that α ∈ (1, 2)
unless specified. We also assume that C is an absolute positive constant, which
may differ with other C’s.

We study properties of asymptotic behavior of Z-valued random walks {Sn},
which converges weakly to a strictly (r, α)-semi-stable Lévy process {Y (t)} under
a suitable scaling. The purpose of this subsection is to show the following local
limit theorems.

Let Xi’s belong to a domain of partial attraction of a strictly (r, α)-semi-stable
distributions and Sn =

∑n
i=1 Xi.

Theorem 2.3.1 We have the following:

(1) Let α ∈ (0, 2]. Then, P{Sl = 0} = O
(
l−1/α

)
for all large l.

(2) Let α ∈ (1, 2]. Then,

∞∑

k=0

{P{Sk = 0} − P{Sk = u}} = O
(
|u|α−1

)
for all large |u| ∈ N
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In the case where α = 2, (r, α)-semi-stable distribution is nothing but Gaus-
sian, and this is already known (cf. Chapter 4 in [IL71]). Hence we consider
the case where 0 < α < 2. To prove (1) of Theorem 2.3.1, we firstly calculate
a characteristic function of Xi (we denote by λ), which belong to the domain
of partial attraction of strictly (r, α)-semi-stable distribution. Secondly, using
the characteristic function λ, we prove local limit theorems of random walks
along subsequences. Lastly, we prove for full sequence’s case. Here we use Lévy-
Khinchin representation of characteristic function of strictly (r, α)-semi-stable
distribution (here we denote by ϕα) and the distribution function of Xi’s (here
we denote it by F (x)) given in [Me00] as follows:

◦ For z ∈ R,

ϕα(z) = exp

{∫ 0

−∞

(
eizx − 1− izx

1 + x2

)
d

(
ML(x)

|x|α
)

+
∫ ∞

0

(
eizx − 1− izx

1 + x2

)
d

(
MR(x)

xα

)}
,

where ML on (−∞, 0) and MR on (0,∞) are non-negative, bounded, one of them
has a strictly positive infimum and the other one either has a strictly positive
infimum or is identically 0, and satisfy ML(r1/αx) = ML(x) and MR(r1/αx) =
MR(x).

◦ For all large |x|,

F (x) =

{
(−x)−αl̃(−x){ML(x) + hL(−x)}, x < 0,

1− x−αl̃(x){MR(x) + hR(x)}, x > 0,

where l̃ is right continuous and slowly varying at ∞ defined by

x−αl̃(x) := sup{u : u−1/αl2(u) > x}, x > 0, (2.3.2)

(recall l2 is the slowly varying function for the subsequence {an} in (2.3.1)) and
error functions hL and hR are right continuous and

hL(anx0) → 0 and hR(anx0) → 0 as n →∞ (2.3.3)

at every continuity point x0 of each of ML and MR, respectively.

Lemma 2.3.2 If Xi’s belong to the domain of the partial attraction of strictly
(r, α)-semi-stable distribution with sequences {kn} and {an}, then their charac-
teristic function λ(z) in the neighborhood of the origin is represented as

|λ(z)| = exp{−η(z)|z|αl̃(1/|z|)},
where η(z) is a nonnegative bounded continuous function satisfying η(r1/αz) =
η(z) and l̃(·) is a slowly varying function at ∞, which is determined by a repre-
sentation of the distribution function of Xi.
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Proof of Lemma 2.3.2
We follows the proof of α-stable case in Section 2.6 of [IL71]. In the neigh-

borhood of the origin, we have

log λ(z) = log{1 + (λ(z)− 1)} = {λ(z)− 1}+ O(|λ(z)− 1|2),
and we thus need to calculate λ(z)−1. Set F−(x) = F (−x). Further calculations
depend on the value of α, here we distinguish into three cases. For each case we
assume z > 0, and in the case where z < 0 we can calculate similarly.

◦ 1 < α < 2. Now, Xi’s belongs to a domain of partial attraction of strictly
semi-stable and E[Xi] = 0. For a sufficiently small z there exists a k ∈ (0, 1) such
that

λ(z)− 1 =
∫ ∞

−∞
(eizx − 1− izx)dF (x)

= −
∫ ∞

0
(eizx − 1− izx)d(1− F (x))−

∫ ∞

0
(e−izx − 1 + izx)dF−(x)

= iz
∫ ∞

0
(eizx − 1)(1− F (x))dx− iz

∫ ∞

0
(e−izx − 1)F−(x)dx

= i
∫ ∞

0
(eix − 1)(1− F (x/z))dx− i

∫ ∞

0
(e−ix − 1)F−(x/z)dx

= i

{∫ ∞

zk
(eix − 1)(1− F (x/z))dx +

∫ zk

0
(eix − 1)(1− F (x/z))dx

}

−i

{∫ ∞

zk
(e−ix − 1)(F−(x/z))dx +

∫ zk

0
(e−ix − 1)(F−(x/z))dx

}

∼ izα
∫ ∞

0
(eix − 1)

l̃(x/z)(MR(x/z) + hR(x/z))

xα
dx

−izα
∫ ∞

0
(e−ix − 1)

l̃(x/z)(ML(−x/z) + hL(x/z))

xα
dx,

as z → 0.
◦ 0 < α < 1. In the same way as in the case where 1 < α < 2, we have

λ(z)− 1 ∼ izα
∫ ∞

0
eix l̃(x/z)(MR(x/z) + hR(x/z))

xα
dx

− izα
∫ ∞

0
e−ix l̃(x/z)(ML(−x/z) + hL(x/z))

xα
dx,

as z → 0.
◦ α = 1. For some c ∈ R, we have

λ(z)− 1 + i = izl̃(1/z)MR(1/z)
∫ ∞

z

(
eix

x
+ o(1)

)
dx

− izl̃(1/z)ML(−1/z)
∫ ∞

z

(
e−ix

x
+ o(1)

)
dx + icz + O(z2)
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For a general slowly varying function l(x) at ∞, the following fact is known
(cf. Section 2.6 in [IL71]).

Proposition 2.3.3 We assume that l(x) is a positive slowly varying function at
∞ and x−αl(x) is monotone decreasing.

(1) If 0 < α < 1, then

lim
z↓0

∫ ∞

0

sin x

xα
l(x/z)dx = lim

z↓0
l(1/z)

∫ ∞

0

sin x

xα
dx

= lim
z↓0

l(1/z) cos(απ/2)Γ(1− α),

lim
z↓0

∫ ∞

0

cos x

xα
l(x/z)dx = lim

z↓0
l(1/z)

∫ ∞

0

cos x

xα
dx

= lim
z↓0

l(1/z) sin(απ/2)Γ(1− α).

(2) If α = 1, then

∫ ∞

0

sin x

x
dx =

π

2
,

∫ ∞

t

cos x

x
dx = − log t + O(1).

(3) If 1 < α < 2, then

lim
z↓0

∫ ∞

0

e±ix − 1

xα
l(x/z)dx = lim

z↓0
l(1/z)

∫ ∞

0

e±ix − 1

xα
dx

= lim
z↓0

l(1/z) exp
{
±1

2
iπ(α− 1)

}
Γ(1− α).

In our case, l̃(x/z)(ML(−x/z) + h(x/z)) and l̃(x/z)(MR(x/z) + h(x/z)) satisfy
the conditions of Proposition 2.3.3, and use the fact that limz→0 h(x/z) → 0
except on Lebesgue measure 0 set. Thus we have, for 0 < α < 2 and z in the
neighborhood of the origin,

|λ(z)| = exp
{
−η(z)|z|αl̃(1/|z|)

}
,

where

η(z) =





(ML(−1/z) + MR(1/z)) cos
πα

2
Γ(1− α), α ∈ (0, 1) ∪ (1, 2)

π

2
(ML(−1/z) + MR(1/z))(1 + o(1)), α = 1.

(2.3.4)

This proves Lemma 2.3.2 2

We next prove a local limit theorem for random walks along subsequences as
follows:
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Lemma 2.3.4 Let gkn(x) be the density of ϕα(z), that is,

gkn(x) =
1

2π

∫ ∞

−∞
e−ixzϕα(z)dz.

Then

lim
n→∞ sup

u∈Z
|anP{Skn = u} − gkn (u/an)| = 0.

Proof.

The characteristic function of Skn is given by

λ(z)kn =
∑

u∈Z

eiuzP{Skn = u}.

This implies

P {Skn = u} =
1

2π

∫ π

−π
e−iuzλ(z)kndz

=
1

2πan

∫ πan

−πan

e−iuz/anλ (z/an)kn dz.

For any u ∈ Z we have

|anP{Skn = u} − gkn(u/an)| ≤ 1

2π
(I1 + I2 + I3 + I4),

where

I1 =
∫ A

−A

∣∣∣λ(z/an)kn − ϕα(z)
∣∣∣ dz,

I2 =
∫

A≤|z|≤εan

|λ(z/an)|kn dz,

I3 =
∫

εan≤|z|≤πan

|λ(z/an)|kn dz,

I4 =
∫

|z|>A
|ϕα(z)| dz,

and constants A and ε are determined later.
We turn now the estimation of each integral.
(I1): Since Xi’s belong to the domain of partial attraction of strictly α-semi-

stable distribution, I1 converges to zero as n →∞.
(I3): Since Xi’s are Z-valued, Theorem 1.4.2 of [IL71] implies that |λ(z)| < 1

for 0 < z < 2π, and thereby a positive constant c such that |λ(z)| ≤ e−c for
ε ≤ |z| ≤ 2π can be taken. This implies

I3 =
∫ πan

εan

|λ(z/an)|kn dz

≤ 2πe−cknan → 0 as n →∞.
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(I4): |ϕα(z)| is integrable on R, and this implies limA→∞ I4 = 0.
(I2): By Karamata’s theorem there exists a function ε(u) → 0 as u →∞ such

that
l̃(an/|z|)

l̃(an)
= exp

{
−

∫ an/|z|

an

ε(u)

u
du

}
(1 + o(1)),

and we have

log
l̃(an/|z|)

l̃(an)
= o(log |z|).

(2.3.2) implies that limn→∞ kna
−α
n l̃(an) = 1, and for sufficiently large kn and an,

and for any δ < α there exists a positive constant c(δ) not depending on n such
that

|λ(z/an)|kn = exp

{
−η(z)kn

aα
n

l̃(an)|z|α l̃(an/|z|)
l̃(an)

}
≤ exp{−c(δ)|z|δ}.

Thus, a sufficiently large kn such that for sufficient small ε > 0

I2 ≤
∫

A≤|z|≤εan

exp{−c(α/2)|z|α/2}dz ≤
∫

|z|≥A
exp{−c(α/2)|z|α/2}dz

can be shown, and this implies that I2 → 0 as A → ∞. Hence we have shown
that each integral can be made arbitrarily small, and (2.3.4) follows. 2

To show the full sequence’s case, we need the following lemma:

Lemma 2.3.5 Let µ and µ̃ be strictly (r, α)-semi-stable distributions as scaled
limit of sums of Xi’s with a pair of subsequences in (2.2.3), {kn}, {an} and
{k̃n}, {ãn}, respectively. Denote by ϕα(z) and ϕ̃α(z) the characteristic functions
of µ and µ̃, respectively. If lim k̃n/kn = θ < ∞, then there exists a positive
constant θ̃ = lim an/ãn such that

ϕ̃α(z) = ϕα(θ̃z)θ. (2.3.5)

Proof.
As mentioned in Section 2.2, to the distribution µ there corresponds a strictly

(r, α)-semi-stable Lévy process, which we denote by {Y (t)}, namely, a−1
n

∑[knt]
i=1 Xi

converges weakly to {Y (t)} in D([0,∞),R). Then we have

1

ãn

k̃n∑

i=1

Xi =
an

ãn

1

an

k̃n∑

i=1

Xi
d−→ θ̃Y (θ),

and this implies µ̃ coincides with the distribution of θ̃Y (θ). Since Y (t) is a Lévy
process, whose distribution at each t > 0 can be represented by t-convolution of
µ. This implies (2.3.5). 2

Proof of (1) of Theorem 2.3.1.
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From Lemma 2.3.4, the following estimation is satisfied:

P{S
k̃n

= u} = O

(
g

k̃n
(u/ãn)

ãn

)
.

From Lemma 2.3.5, for each subsequence {k̃n}, (2.3.5) holds. Now the charac-
teristic function ϕα(z) belongs to L1(R), and general theory of Fourier transfor-
mation implies that g

k̃n
(x) is uniformly continuous. Here gkn(0) is bounded, and

Lemma 2.3.5 implies that gkn(0) is also bounded. Thus, for any k̃n, P{S
k̃n

=

0} = O(1/ãn) = O(1/(k̃1/α
n l2(k̃n))) and (1) of Theorem 2.3.1 follows. 2

Proof of (2) of Theorem 2.3.1.
Let a(u) be a potential kernel of random walk Sk, defined by

a(u) =
∞∑

k=0

{P{Sk = 0} − P{Sk = u}} , for u ∈ Z.

Since {Sn} is recurrent for α > 1, the following is satisfied for all large u (see
Section 28 P4 in [Sp76]):

a(u) + a(−u) =
1

π

∫ π

−π

1− cos zu

1− λ(z)
dz.

Arguments in the proof of Lemma 2.3.2 imply that for all sufficient small z, there
exists slowly varying function l′(1/|z|) at ∞, which is determined by l̃(1/|z|),
such that

|1− λ(z)| = |z|α|η(z)l′(1/|z|)|,
where η(z) is in (2.3.4). Hence there exist some constants C, C

′
and C

′′
such

that for a sufficiently small z

|a(u) + a(−u)| =

∣∣∣∣∣
1

π

∫ ε

−ε

1− cos zu

1− λ(z)
dz

∣∣∣∣∣ + C

≤ 1

π

∫ ε

−ε

∣∣∣∣∣
1− cos zu

1− λ(z)

∣∣∣∣∣ dz + C

=
1

π

∫ 1/u

−1/u

z2u2

|z|α|η(z)l′(1/|z|)|dz + C
′

∼ C
′′
uα−1 as u →∞.

This implies (2) of Theorem 2.3.1. 2
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Chapter 3

Operator semi-selfsimilar
processes

In this chapter, we consider operator semi-selfsimilar processes. Selfsimilar pro-
cesses are studied widely and many properties are known. Wide sense oper-
ator semi-selfsimilar processes have similar properties to wide sense selfsimilar
processes. We investigate some basic properties of wide sense operator semi-
selfsimilar processes guided by [MaSa99] by noting this class of parameters. Es-
pecially, we are concerned with B in (2.1.4), which we call a space scaling matrix,
and its exponent H if exists. The problem around B is more delicate than the
case of d = 1 as we will see. Actually, we show that properties of B and H are
not the same as for operator selfsimilar processes or semi-selfsimilar processes,
and it implies some new mathematical questions.

In Section 3.1, we study the basic property of the classes of scaling parameters
and matrices.

In Section 3.2, we give two results about reduction of the wide sense operator
semi-selfsimilar process to the operator semi-selfsimilar process. The first one is
a reduction for fixed scaling matrix B and the second one is a reduction of the
class of scaling matrices under some condition.

In Section 3.3, we treat the connection to scaling limit.
In Section 3.4, first we show the existence of exponents of wide sense oper-

ator semi-selfsimilar processes similar to the case of wide sense semi-selfsimilar
processes. In this expression we need the matrices of sign. Next we give some
characterization of the Lévy measures of the operator semi-stable distributions
to construct operator semi-stable Lévy processes given by basic time scaling pa-
rameter, basic space scaling parameter matrix and the class of invariant matrices
for the distributions of processes.
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3.1 The class of space scaling matrices

LetM(Rd) be the set of all real d×d matrices, MI(R
d) be the set of all invertible

matrices in M(Rd) and P(Rd) be the set of all probability measures on Rd with
weak topology.

Let us go back to Definition 2.1.1. A scaling parameter a in (2.1.4) is called
an epoch of wide sense operator semi-selfsimilar process X = {X(t), t ≥ 0}.
A probability measure µ on Rd is called full if its support is not contained in
any proper hyperplane in Rd. For A ∈ M(Rd) and γ ∈ Rd, we denote by
α = (A; γ) an affine mapping on Rd given by αx = Ax + γ. We denote by
A(Rd) the class of all affine mappings on Rd and set AI(R

d) = {α ∈ A(Rd)| α =
(A; γ), A ∈ MI(R

d)}. A(Rd) can be regarded as a Banach space with a norm
‖α‖ = ‖A‖op ∨ ‖γ‖, where ‖ · ‖op is the operator norm. The following lemma is
fundamental (see Corollary 2.1.3 and Lemma 2.2.3 in [JM93]).

Lemma 3.1.1 (1) Let α ∈ A(Rd) and µ ∈ P(Rd). The image measure µ ◦ α−1

is full if and only if α ∈ AI(R
d) and µ is full.

(2) Suppose µn ∈ P(Rd), µ is full and αn ∈ A(Rd). If µn
d→ µ and {µn ◦ α−1

n }
is tight, then {αn} is relatively compact in A(Rd), where

d→ denotes the weak
convergence.

Let X = {X(t), t ≥ 0} be a wide sense operator semi-selfsimilar process. We
set

Γ(X) = {a > 0| ∃B ∈M(Rd),∃c : [0,∞) → Rd

s.t. {X(at)} d
= {BX(t) + c(t)}},

B(X) = {B ∈M(Rd)| ∃a > 0,∃c : [0,∞) → Rd

s.t. {X(at)} d
= {BX(t) + c(t)}}.

We assume the following conditions for each wide sense operator semi-selfsimilar
process X throughout this thesis.

(X-1) X = {X(t), t ≥ 0} is stochastically continuous.

(X-2) X(0) is a constant almost surely.

(X-3) There exists a t0 > 0 such that the distribution of X(t0) is full.

For a wide sense operator semi-selfsimilar process X, by (1) of Lemma 3.1.1, we
see that the space scaling matrix B in (2.1.4) is invertible and the function c(t)
in (2.1.4) is continuous. Set

a0 = a0(X) = inf{Γ(X) ∩ (1,∞)}. (3.1.1)

Then for a class of epochs of X, we obtain the following proposition in a similar
way to Theorem 1 in [MaSa99] by using (2) of Lemma 3.1.1.
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Proposition 3.1.2 Let X = {X(t), t ≥ 0} be a wide sense operator semi-
selfsimilar process. Then Γ(X) = (0,∞) if a0 = 1, and Γ(X) = {an

0 | n ∈ Z}
if a0 > 1.

Proof. Firstly, we show that Γ is group. From operator semi-selfsimilarity, for
any B ∈ B, there exists an a ∈ Γ and c : [0,∞) → Rd such that

X(t0) = X(aa−1t0)
d
= BX(a−1t0) + c(a−1t0).

Since the distribution of X(t0) is full, by Lemma 3.1.1, we see that B ∈MI(R
d).

Let a, a′ ∈ Γ. By (2.1.4), there exist B, B′ ∈M(Rd) and c, c′ : [o,∞) → Rd such

that {X(at)} d
= {BX(t) + c(t)} and {X(a′t)} d

= {B′X(t) + c′(t)}. This implies

{X(aa′t)} d
= {BB′X(t) + (Bc′(t) + c(a′t))}.

We see that aa′ ∈ Γ. Let a ∈ Γ. Then,

{X(t)} = {X(aa−1t)} d
= {BX(a−1t) + ca(a

−1t)}

Thus, we have

{X(a−1t)} d
= {B−1X(t)−B−1ca(a

−1t)}.
This shows a−1 ∈ Γ and Γ becomes a group.

Next, we show the closedness of Γ. Let us assume that an → a∞ > 0. Then,
there exist Bn ∈MI(R

d) and a sequence of function cn : [0,∞) → Rd such that

{X(ant)} d
= {BnX(t) + cn(t)}.

From stochastic continuity of {X(t), t ≥ 0}, we have

{X(ant)} d⇒ {X(a∞t)}, (3.1.2)

where
d⇒ denotes the convergence of all finite dimensional distributions. Espe-

cially,
X(ana

−1
∞ t0) → X(t0) in law.

By (2) of Lemma 3.1.1, we see that {Bn} is relatively compact. Taking subse-
quence {n′} of {n} if necessity, there exists a B ∈ M(Rd) such that Bn′ → B.
Since (3.1.2) and

{Bn′X(t)} d⇒ {BX(t)},
implies that there exists a function c∞ : [0,∞) → Rd such that cn′ → c∞
(pointwise) and

{X(a∞t)} d
= {BX(t) + c∞(t)}.
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Furthermore, by Lemma 3.1.1, we see that B ∈MI(R
d).

Lastly, put
a0 = inf(Γ ∩ (1,∞)).

Then, by the closedness of Γ, a0 ∈ Γ. By the same argument in [MaSa99], we
have that Γ = (0,∞) or Γ = {an

0 | n ∈ Z} corresponding to a0 = 1 or a0 > 1.
If a0 = 1, then the stochastic process {X(t)} becomes a wide-sense operator self
similar process. Thus we assume after all the case where a0 > 1. We call this a0

a basic epoch.
When a0 = 1, the process X becomes a wide sense operator selfsimilar, on

the other hand when a0 > 1, the process X is purely wide sense operator semi-
selfsimilar. Thus from now on we assume that a0 > 1. We call this a0 basic epoch
of X. We set

N (X) = {N ∈M(Rd)| ∃c : [0,∞) → Rd s.t. {X(t)} d
= {NX(t) + c(t)}},

and for n ∈ Z

Bn(X) = {B ∈MI(R
d)| ∃c : [0,∞) → Rd s.t. {X(an

0 t)} d
= {BX(t) + c(t)}}.

Theorem 3.1.3 Suppose that X = {X(t), t ≥ 0} is a wide sense operator semi-
selfsimilar process. Then the following hold.

(1) N (X) is a normal subgroup of B(X).

(2) For each n ∈ Z, Bn(X) is a coset of N (X) in B(X) .

(3) Bn(X) = (B1(X))n for n ∈ Z and B(X) =
⋃

n∈Z

Bn(X) (disjoint union).

Proof. (1) Let N ∈ N (X) and B ∈ B(X). Then for some a ∈ Γ(X) and cN and

cB : [0,∞) → Rd, we have {BX(t) + cB(t)} d
= {X(at)} d

= {N(BX(t) + cB(t)) +
cN(at)}. Thus,

{X(t)} d
= {B−1NBX(t) + (B−1NcB(t) + B−1cN(at)−B−1cB(t))}.

This implies that N (X) is a normal subgroup of B(X).

(2) Let B1 and B2 ∈ Bn(X). Then {B1X(t) + cB1(t)} d
= {X(an

0 t)} d
= {B2X(t) +

cB2(t)}. This implies

{X(t)} d
= {B−1

1 B2X(t) + B−1
1 cB2(t)−B−1

1 cB1(t)},

and then B2 = B1N for some N ∈ N (X). In a similar way, we have that
B2 = N ′B1 for some N ′ ∈ N (X).
(3) is shown by the use of (1) and (2). 2
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3.2 Reduction to the operator semi-selfsimilar

process

It is known that an Rd-valued 1-stable Lévy process can not be reduced to strictly
stable Lévy process. But [Sa91] showed that any wide sense selfsimilar process can
be reduced to a selfsimilar process with a suitable shift. [MaSa99] extended this
result to wide sense semi-selfsimilar processes. First we state the corresponding
result for a wide sense operator semi-selfsimilar process in the case where a space
scaling matrix is fixed. We can prove the following in a similar way to Theorem
5 in [MaSa99].

Lemma 3.2.1 Let X = {X(t), t ≥ 0} be a wide sense operator semi-selfsimilar
process. Let B1 ∈ B1(X). Let cn be non-random functions in (2.1.4) for an

0 ∈
Γ(X) and Bn

1 ∈ Bn(X), n ∈ Z. We assume that a non-random continuous func-
tion dn : [0,∞) → Rd satisfies the following two conditions.

B1dn(t) = dn+1(t),

cn(a0)− cn+1(1) = dn+1(1)− dn(a0).

Put
k(t) = c`(a

−`
0 t) + d`(a

−`
0 t), a`

0 ≤ t < a`+1
0 , ` ∈ Z.

Then the function k(t) is continuous and Y = {X(t) − k(t), t ≥ 0} is operator
semi-selfsimilar.

Theorem 3.2.2 Let X = {X(t), t ≥ 0} be a wide sense operator semi-selfsimilar
process. Then for each B1 ∈ B1(X) there exists a non-random continuous func-
tion k = kB1 : [0,∞) → Rd such that Y = {X(t) − k(t), t ≥ 0} is operator
semi-selfsimilar.

Proof. Let cn be a function in (2.1.4) corresponding to an epoch an
0 and a space

scaling matrix Bn
1 for n ∈ Z. Set

dn(t) =
t− 1

a0 − 1
Bn

1 (c1(1)− 1), n ∈ Z. (3.2.1)

Then dn, satisfy the conditions in Lemma 3.2.1, and we have our assertion. 2

For an operator semi-selfsimilar process X = {X(t), t ≥ 0}, we use corre-
sponding notation Γ0(X),B0(X),N0(X) and Bn

0 (X) to Γ(X), B(X), N (X) and
Bn(X), n ∈ Z, for c(t) ≡ 0, respectively. For the process Y in Theorem 3.2.2,
Γ(X) = Γ0(Y) but B(X) 6= B0(Y) in general. Then we have a new question: Is
there any reduced operator semi-selfsimilar process Y = {Y (t), t ≥ 0} satisfying
B(X) = B0(Y)? We give such a shift function {k(t)} under some conditions.
Let X = {X(t), t ≥ 0} be a wide sense operator semi-selfsimilar process. For

N ∈ N (X), we denote by cN a function with {X(t)} d
= {NX(t) + cN(t)}.
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Theorem 3.2.3 Let X = {X(t), t ≥ 0} be a wide sense operator semi-selfsimilar
process. Suppose that there exists an N1 ∈ N (X), which satisfies I − N1 ∈
MI(R

d) and

(I −N)(I −N1)
−1cN1(t) = cN(t) for any N ∈ N (X). (3.2.2)

Then there exists a non-random continuous function k : [0,∞) → Rd such that
Y = {X(t) − k(t), t ≥ 0} is an operator semi-selfsimilar process with Γ(X) =
Γ0(Y) and Bn(X) = Bn

0 (Y), n ∈ Z.

Proof. Let B1 ∈ B1(X). Then by Theorem 3.1.3, there exists an N2 ∈ N (X),
which satisfies N1B1 = B1N2. Then we have next two relations:

{X(a0t)} d
= {N1X(a0t) + cN1(a0t)} d

= {N1B1X(t) + (N1cB1(t) + cN1(a0t))},
{X(a0t)} d

= {B1X(t) + cB1(t)} d
= {B1N2X(t) + (B1cN2(t) + cB1(t))}.

Thus we have
cN1(a0t) = (I −N1)cB1(t) + B1cN2(t).

From this, if we take k(t) = (I −N1)
−1cN1(t) and Y (t) = X(t)− k(t), we have

{Y (a0t)} d
= {B1X(t) + cB1(t)− (I −N1)

−1cN1(a0t)}
= {B1X(t)− (I −N1)

−1B1cN2(t)}. (3.2.3)

Note that if I −N1 ∈ MI(R
d), then I −N2 ∈ MI(R

d). By the definition of N2

and (3.2.2), we have

(I −N1)
−1B1cN2(t) = B1(I −N2)

−1cN2(t)

= B1(I −N1)
−1cN1(t). (3.2.4)

By induction, (3.2.3) and (3.2.4) imply

{Y (an
0 t)} d

= {Bn
1 Y (t)}, for any n ∈ Z.

This implies our assertion. 2

Corollary 3.2.4 If −I ∈ N (X), then a wide sense operator semi-selfsimilar
process X can be reduced to an operator semi-selfsimilar process Y satisfying
Bn(X) = Bn

0 (Y), n ∈ Z.

Corollary 3.2.5 If N (X) is commutative and there exists an N1 ∈ N (X) such
that I − N1 ∈ MI(R

d), then a wide sense operator semi-selfsimilar process X
can be reduced to an operator semi-selfsimilar process Y satisfying Bn(X) =
Bn

0 (Y), n ∈ Z.
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Proof. Let N ∈ N (X). Then we have {X(t), t ≥ 0} d
= {N1X(t) + cN1(t)}

d
= {N1NX(t) + (N1cN(t) + cN1(t))} and therefore

cN1N(t) = N1cN(t) + cN1(t). (3.2.5)

In the same way, we have cNN1(t) = NcN1(t)+cN(t). Then we have (I−N1)cN(t) =
(I −N)cN1(t). Using commutativity of N1 and N , we have (3.2.2), which implies
the assertion. 2

3.3 Connection to scaling limit

Analogues to [MaSa99], we can prove the following theorem.

Theorem 3.3.1 (1) Let X = {X(t)} be a stochastic process satisfying the con-
ditions (X1), (X2) and (X3). Let us assume that there exist a stochastic
process {Y (t), t ≥ 0}, an ↑ ∞, Bn ∈ MI(R

d) and non-random functions
cn : [0,∞) → Rd such that

(i) there exists lim
n→∞

an+1

an

> 1,

(ii) B−1
n (Y (an+1t)− Y (a · ant)) → 0 in probability.

(iii) {B−1
n Y (ant) + cn(t)} d⇒ {X(t)}.

Then, {X(t)} is wide sense operator semi-selfsimilar process.

(2) Conversely, if {X(t)} satisfies conditions (X1), (X2) and (X3) and is wide
sense operator semi-selfsimilar, then {X(t)} is such a limit.

The proof can be carried out exactly by the same way as in [MaSa99] by noting
Lemma 3.1.1. Let a be a limiting value in (i) of Theorem 3.3.1 and B be an
arbitrary accumulating matrix of {B−1

n+1Bn, n ∈ N}. Then, we see that Γ(X) ⊇
{an, n ∈ Z} and B(X) ⊃ {Bn, n ∈ Z}. If there exist an N ∈ MI(R

d) and
non-random function Cn,N : [0,∞) → Rd such that

{Y (t)} d
= {NY (t) + cn,N(t)},

and BnN (X) = N (X)Bn, then N ∈ N (X).

3.4 Exponents of operator semi-selfsimilar pro-

cesses

[Sa91] showed the existence of an exponent of a wide sense operator selfsimilar
process. In this section we consider the problem for a wide sense operator semi-
selfsimilar process. For a wide sense operator selfsimilar process, there always
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exists its exponent. However in the case of wide sense operator semi-selfsimilar
process, we need a matrix of signs for such an expression. [C94] treated a similar
problem for a semi-stable distribution. Set M±1(R

d) = {S ∈ MI(R
d)| S2 = I}

and M+(Rd) be the class of matrices, all of whose eigenvalues have positive real
parts. We remark that A is belongs to M+(Rd) if and only if limt→−∞ exp(tA) =
O.

Lemma 3.4.1 For each invertible matrix B, there exist an S ∈ M±1(R
d) and

an H ∈M(Rd) such that S and H are commutative and B = S exp H.

Proof. B can be represented in a Jordan canonical form J . Namely, B ∼ J = J+⊕
J− ⊕ JIM , where J+ (resp. J−) is a direct sum of Jordan blocks corresponding
to positive eigenvalues (resp. negative ones), JIM is a direct sum of real Jordan
blocks corresponding to complex eigenvalues and A ∼ B means P−1AP = B for
some P ∈MI(R

d). We see that J+ can be expressed as an exponential form by
using that J(λ, k) ∼ exp(J(log λ, k)) for any λ > 0 and k ∈ N, where J(λ, k) is
a Jordan block of k-th degree. For JIM , by using

(
a −b
b a

)
= exp




log
√

a2 + b2 − arctan
b

a

arctan
b

a
log

√
a2 + b2


 ,

we see that any Jordan blocks in JIM can be expressed in an exponential form by
a similar way to J+. A Jordan block in J− cannot be expressed in an exponential
form of real exponent matrix in general, but −J− has an exponential expression.
Let D = I⊕(−I)⊕I. Then there exists an H1 ∈M(Rd) such that J = D exp H1.
Since the signs of the elements of D corresponding to each of Jordan blocks are
definite, H1 and D are commutative. This concludes the lemma. 2

Theorem 3.4.2 Let X = {X(t), t ≥ 0} be a wide sense operator semi-selfsimilar
process. Let a0 be the basic epoch of X = {X(t), t ≥ 0}. Then there exist an
H ∈ M+(Rd), an S ∈ M±1(R

d) and a function cn : [0,∞) → Rd, n ∈ Z such
that S and H are commutative and

{X(at), t ≥ 0} d
= {SnaHX(t) + cn(t), t ≥ 0} (3.4.1)

for any a ∈ Γ(X), where n is an integer such that a = an
0 .

We call H an exponent matrix of a wide sense operator semi-selfsimilar pro-
cess. and the process X is called an (a0, H, S)-wide sense operator semi-selfsimilar
process X. If we can take S = I, we omit S and call X an (a0, H)-wide sense
operator semi-selfsimilar process .

Remark 3.4.3 S and H are not necessarily unique. If X is also expressed with
an exponent matrix H2 and a sign matrix S2, then the real parts of eigenvalues of
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H2 are same as those of H and by Theorem 3.1.3 there exists an Nn ∈ N (X), n ∈
Z, such that

S2a
nH2
0 = NnS

nanH
0 .

Proof of Theorem 3.4.2. We take an arbitrary B1 ∈ B1(X) and fix it. By Propo-
sition 3.1.2, a = an

0 for some n ∈ Z. Then by Lemma 3.4.1, there exist an
S ∈ M±1(R

d) and an H ∈ M(Rd) such that SH = HS and B1 = SaH
0 . Then

we have our exponential expression of Bn
1 , n ∈ Z. Further, using Theorem 3.2.2,

we see that H ∈M+(Rd), since the reduced operator semi-selfsimilar process Y
is vanishing almost surely at t = 0, which completes our assertion. 2

As we have seen in Theorem 3.1.3, for each wide sense operator semi-selfsimilar
process, there exists an epoch a > 1, a space scaling matrix B and an nor-
mal subgroup N (X) of B(X). A new question arises. Let M1

ID(Rd) = {N ∈
MI(R

d)| |λ| = 1 for any eigenvalue λ of N and N ∼ D, D is a diagonal matrix}.
For any given a > 1, H ∈M+(Rd), S ∈M±1(R

d) and a normal subgroup N of
M1

ID(Rd) such that SH = HS and (SaH)N = N (SaH), is there a wide sense
operator semi-selfsimilar process with an epoch a, an exponent matrix H, a sign
matrix S and N (X) = N ? We construct examples of wide sense operator semi-
selfsimilar processes as operator semi-stable processes for any given parameters.
Recall Definition 2.2.1 and we redefine the semi-stablity.

Definition 3.4.4 Let µ ∈ P(Rd) be an infinitely divisible distribution. µ is
called operator semi-stable if its characteristic function µ̂(z) satisfies that there
exist a ∈ (0, 1) ∪ (1,∞), B ∈M(Rd) and c ∈ Rd such that

µ̂(z)a = µ̂(B∗z)ei〈c,z〉, z ∈ Rd, (3.4.2)

where B∗ is the adjoint matrix of B. If (3.4.2) holds for c ≡ 0, it is called strictly
operator semi-stable.

We have the following proposition by the same way as in [Sa99b]

Proposition 3.4.5 Let X = {X(t), t ≥ 0} be an Rd-valued Lévy process. Then
X = {X(t), t ≥ 0} is wide sense operator semi-selfsimilar (resp. operator semi-
selfsimilar) if and only if the distribution of X(1) is operator semi-stable (resp.
strictly operator semi-stable).

Remark 3.4.6 By using Theorem 3.4.2, B in (3.4.2) is represented by

B = SaH , where S ∈M±1(R
d), H ∈M+(Rd),

and all real parts of eigenvalues of H is greater than or equal to 1/2. Further if
a real part of eigenvalue is 1/2, the corresponding component is Gaussian (see
[Lu81]).
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Let a > 1 and H ∈ M+(Rd) such that the real parts of eigenvalues of H are
greater than 1/2, S ∈ M±1(R

d) satisfying SH = HS and let N be a normal
subgroup of M1

ID(Rd) such that BN = NB where B = SaH . In order to
construct an operator semi-stable process X with an epoch a, a space scaling
matrix SaH and N (X) = N , we give a slightly modified characterization of
the Lévy measure of an operator semi-stable distribution in [Lu81]. Let D =⋃

N∈N NU , where U = {x ∈ Rd| ‖x‖ ≤ 1}. Then D is bounded and ND ⊂ D
for any N ∈ N and 0 ∈ D. Since absolute values of eigenvalues of B are greater
than 1, there exists an n0 ∈ N such that B−n0D ⊂ D. Since BN = NB,
N(BD) ⊂ BD for any N ∈ N . Set ZB = D \ (B−1D ∪ B−2D ∪ · · · ∪ B−n0D).
Then we see the following lemma.

Lemma 3.4.7

(1) NZB ⊂ ZB for any N ∈ N (X),

(2) if m 6= n, then BmZB ∩BnZB = ∅ m,n ∈ Z,

(3) Rd \ {0} =
⋃

n∈Z

BnZB.

Theorem 3.4.8 Let µ be an infinitely divisible distribution without any Gaussian
parts. µ is an operator semi-stable distribution which is invariant under N with
an epoch a > 1 and a space scaling matrix B ∈ MI(R

d) if and only if its Lévy
measure ν has the following form:

ν(E) =
∑

n∈Z

anσ(BnE ∩ ZB), for E ∈ B(Rd\{0}), (3.4.3)

where σ is an N -invariant finite measure on ZB.

Proof. Let 1/α1 (resp. 1/α2) be the maximum (resp. minimum) of real parts
of eigenvalues H. Then by Remark 3.4.6, 0 < α1 ≤ α2 < 2. First we notice that
ν in (3.4.3) is a Lévy measure. Actually,

∫

∪∞n=0BnZB

ν(dx) ≤
∞∑

n=0

a−nα1σ(ZB) < ∞ and

∫

∪0
n=−∞BnZB

|x|2ν(dx) ≤ C
∞∑

n=0

a−2nanα2σ(ZB) < ∞ for some C > 0.

It is clear that µ is an operator semi-stable distribution with an epoch a > 1 and
a space scaling matrix B without Gaussian components if and only if the Lévy
measure ν of µ satisfies

aν(E) = ν(B−1E). (3.4.4)

Lévy measure defined by (3.4.3) satisfies (3.4.4) for any an, n ∈ Z and thus
µ is operator semi-stable. If σ is N -invariant, so are ν and µ. Conversely, if
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µ is operator semi-stable without Gaussian components whose Lévy measure ν
satisfies (3.4.4), then by using Lemma 3.4.7, we have

ν(E) =
∑

n∈Z

ν(E ∩BnZB) =
∑

n∈Z

a−n
0 ν(B−nE ∩ ZB).

Therefore, we set σ(C) = ν(C) for C ⊂ ZB to have (3.4.3). If µ is N -invariant,
then ν is so. Thus, we have conclusion. 2

Put a measure σ on ZB such that σ ◦ N−1 = σ for any N ∈ N (X) and
σ ◦ S−1 6= σ. We define a Lévy measure ν by (3.4.3) and put µ(t) = µ∗t. Then
(µ(t), t ≥ 0) is the law of an operator semi-stable process X with an epoch a, an
exponent matrix H, a sign matrix S and N (X) = N .
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Chapter 4

Operator semi-stable integral
stochastic processes

In this chapter, we consider stochastic integrals with respect to the random mea-
sure induced by operator semi-stable Lévy processes. Namely, we integrate some
functions by semi-stable Lévy processes. The integrated process has operator
semi-selfsimilarity with stationary but not necessarily with independent incre-
ments. In [MaM94], they define integral related to operator stable processes
and in [MaSa99], they deal semi-stable case. Firstly, we consider the case where
integrand is general function. Next, we consider the case where integrand is spe-
cial case, some “semi-selfsimilar” function, and investigate integrated process.
In [V87], he deal with the case integrand function has 1-dimensional selfsimilar-
ity and seek the relation among the selfsimilarities of integrand and integrated
process and obtained process. We inquire semi-selfsimilar case.

4.1 Operator semi-self similar processes with sta-

tionary increments

In this section, we will give definition of stochastic integral by operator semi-
stable Lévy process. The sufficient condition of integrand which is easily applied
is also given.

Let µ be Q-operator semi-stable distributions without Gaussian component,
and Ψ(z) := log µ̂(z) and Q(µ) be the set of all exponents of the operator semi-
stable distribution µ, and define

Com(Q) = {A ∈M(Rd)|AQ = QA}.
Theorem 4.1.1 Let {Y (x), x ∈ R} be an Q-operator semi-stable Lévy process
with L(Y (1)) = µ and {A(u), u ∈ R} be real d×d matrices. If A(u) is measurable
and ∫ ∞

−∞
|Ψ(A(u)∗)z|du < ∞, (4.1.1)
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where A(u)∗ is transposed matrix of A(u), then

I(A) :=
∫ ∞

−∞
A(u)dY (u)

can be defined. Furthermore, if for some Q ∈ Q(µ), A(µ) ∈ Com(Q) for all u,
then I(A) is an operator semi-stable vector with characteristic function

E[ei〈z,I(A)〉] = exp
{∫ ∞

−∞
Ψ(A(u)∗z)du

}
.

Next lemma is shown in a similar way to that for showing Lemma 5.1 in [MaM94]

Lemma 4.1.2 Let ξ1 and ξ2 are independent Rd-valued operator semi-stable ran-
dom vectors such that E[ei〈z,ξj〉] = µ̂(z)cj , cj > 0, z ∈ R, j = 1, 2. If A1, A2 ∈
Com(Q) for some Q ∈ Q(µ), then A1ξ1 + A2ξ2 is Q-operator semi-stable.

Proof of Theorem 4.1.1 When A(ν) is a M(Rd)-valued step function with the
form

A(u) =
k∑

j=1

AjI(xj−1,xj ](u), Aj ∈ Com(Q), xj−1 < xj,

we define

I(A) =
k∑

j=1

Aj{Y (xj)− Y (xj−1)}.

Recall that for 0 < x < y,

E[ei〈z,Y (y)−Y (x)〉] = E[ei〈z,Y (y−x)〉] = µ̂(z)y−x.

Hence by Lemma 4.1.2, I(A) is Q-operator semi-stable and we have

E[ei〈z,I(A)〉] =
k∏

j=1

µ̂(A∗
jz)xj−xj−1 =

k∏

j=1

exp{(xj − xj−1)Ψ(A∗
jz)}

= exp





k∑

j=1

{(xj − xj−1)}Ψ(A∗
jz)





= exp
{∫ ∞

−∞
Ψ(A(u)∗z)du

}
. (4.1.2)

For any {A(u)} satisfying (4.1.1), choose a sequence of simple functions {A(n)(u)}∞n=1

satisfying ∫ ∞

−∞
Ψ((A(n)(u)∗ − A(u)∗)z)du → 0 as n →∞.

Then we can define I(A) as the limit of I(A(n) which does not depend on the
choice of {A(n)}. Let

χn(z) := E[ei〈z,I(A(n))〉].
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Since I(A(n)) is Q-operator semi-stable,

χn(z)t = χn(tQ
∗
z) for each t > 0. (4.1.3)

On the other hand, we have now proved

χn(z) → χ(z) := E[ei〈z,I(A)〉].

By letting n → ∞ in (4.1.3), we have χ(z)t = χ(tQ
∗
z). Therefore, I(A) is Q-

operator semi-stable. The characteristic function of the limit I(A) is the same as
in (4.1.2). This completes the proof.

Here, operator semi-stable integral is well-defined and we give definition.

Definition 4.1.3 Let {Y (x), x ∈ R} be the same process as in Theorem 4.1.1
and let {At(u), u ∈ R}t≥0 be real d × d matrices. such that for some Q ∈
Q(Y (1)), At(u) ∈ Com(Q) for all u ∈ R, t ≥ 0. Then the process {X(t), t ≥ 0}
defined by

X(t) =
∫ ∞

−∞
At(u)dY (u)

is called operator semi-stable integral process or simply operator stable process.

The integrability condition (4.1.1) is not of the form to be checked easily.
Thus, we give some sufficient condition in the following theorem.

Theorem 4.1.4 Let {Y (x), x ∈ R} be a symmetric operator semi-stable Lévy
process such that E[ei〈z,Y (1)〉] = µ̂(z), z ∈ Rd, where

µ̂(z) = exp

{∫

SQ

γ(dx)
∫ ∞

0
[cos〈z, sQx〉 − 1]d

(
−Hx(s)

s

)}

for some Q ∈ M(Rd) with τQ > 1/2. If matrix {A(u), u ∈ R} satisfy that
A(u) ∈ Com(Q) for all u, A(u) is measurable and that

∫ ∞

−∞
(‖A(u)‖1/τQ+ε + ‖A(u)‖1/TQ−ε)du < ∞

for some ε with 0 < ε < min{2 − 1/τQ, 1/TQ}, then the integrability condition
(4.1.1) is satisfies.

Proof. Note that any 0 < p < 2, | cos x− 1| ≤ C|x|p, x ∈ R for some positive
constant C. Let ε satisfies 0 < 1/TQ − ε < 1/τQ + ε < 2 and we have

I :=
∫ ∞

−∞
| log µ̂(A(u)∗z)|du

=
∫ ∞

−∞
du

∫

SQ

γ(dx)
∫ ∞

0
| cos〈A(u)∗z, sQx〉 − 1|d

(
−Hx(s)

s

)
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= C
∫ ∞

−∞
du

∫

SQ

γ(dx)
∫ 1

0
| cos〈A(u)∗z, sQx〉|1/τQ+εd

(
−Hx(s)

s

)

C
∫ ∞

−∞
du

∫

SQ

γ(dx)
∫ ∞

1
| cos〈A(u)∗z, sQx〉|1/TQ−εd

(
−Hx(s)

s

)

≤ C
∫ ∞

−∞
du

∫

SQ

γ(dx)
∫ 1

0
(‖A(u)‖ ‖z‖ ‖sQ‖)1/τQ+εd

(
−Hx(s)

s

)

C
∫ ∞

−∞
du

∫

SQ

γ(dx)
∫ ∞

1
(‖A(u)‖ ‖z‖ ‖sQ‖)1/TQ−εd

(
−Hx(s)

s

)

≤ C ′
∫ ∞

−∞
du

∫

SQ

γ(dx)
∫ 1

0
(‖A(u)‖ ‖z‖ ‖sQ‖)1/τQ+ε 1

s2
ds

C ′
∫ ∞

−∞
du

∫

SQ

γ(dx)
∫ ∞

1
(‖A(u)‖ ‖z‖ ‖sQ‖)1/TQ−ε 1

s2
ds,

for some C ′ > 0. Here, we use Hx(s) is nonnegative and bounded. And we use
next lemma. ( This is (i) of Proposition 2.1 in [MaM94].)

Lemma 4.1.5 For any δ > 0 there exists C > 0 such that

‖sQ‖ ≤
{

CsτQ−δ s ≤ 1,
CsTQ+δ s > 1.

With this lemma, we have

I ≤ C ′‖z‖1/τQ+ε
∫ ∞

−∞
‖A(u)‖1/τQ+εdu

∫ 1

0
s
−1+ετQ−δ( 1

τQ
+ε)

ds

C ′‖z‖1/TQ−ε
∫ ∞

−∞
‖A(u)‖1/TQ−εdu

∫ ∞

1
s
−1−εTQ−δ( 1

TQ
−ε)

ds

The condition of this theorem, we have
∫∞
−∞ ‖A(u)‖1/τQ+εdu and

∫∞
−∞ ‖A(u)‖1/TQ−εdu

are finite. For sufficiently small δ, the integrals with respect to s are finite. There-
fore, we have conclusion.

4.2 Semi-selfsimilarity of integral stochastic pro-

cesses

In section 2, we investigate the properties of special case of this integrated process.
Similar way to [V87], we inquire semi-selfsimilar case: integrand functions have
some semi-selfsimilarity for example local time of semi-stable Lévy process.

As mentioned in [V87], many selfsimilar processes with stationary increments
are obtained from basic Rd-valued selfsimilar processes {Y (s)} by the following
integral:

D(t) =
∫ ∞

−∞
K(t, x)dY (x) for t ≥ 0, (4.2.1)
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where {K(t, s)} is a deterministic or random function on [0,∞)×R with values in
[−∞,∞], provided that the integral can be defined in some stochastic integration.
If K is random, it is usually assumed to be independent of X.

An R-valued stochastic process {K(t, x)}, regarded as random functions of s
and t, is called (h1, h2)-semi-selfsimilar if there exists a > 1 such that

{K(at, ah2x)} d
= {ah1K(t, x)}. (4.2.2)

Set
s = inf{a > 1 : (4.2.2) satisfies.},

and we use a notation (s, (h1, h2))-semi-selfsimilar process. Following theorem
corresponds to Theorem 7.1 in [V87], which is the case of selfsimilar processes.
Since we consider 1-dimensional random function K(t, x) and d-dimensional pro-
cess Y (x), we define a d-dimensional process D(t) in (4.2.1) by its component,

D(i)(t) =
∫ ∞

−∞
K(t, x)dY (i)(x).

Theorem 4.2.1 We assume the following:

(1) {K(t, x)} is (s1, (h1, h2))-semi-selfsimilar,

(2) {Y (x)} is operator (s2, H3)-semi-selfsimilar,

(3) h2 log s1/ log s2 ∈ Q,

(4) {K(t, x)} and {Y (x)} are independent.

Then there exists s0 = s0(h2, s1, s2) such that {D(t)} in (4.2.1) is an operator
(s0, (h1I + h2H3))-semi-selfsimilar. We say that {K(t, x)} has stationary incre-
ments if there are random variables w(b) and t such that for b, t ≥ 0 and s ∈ R,

K(b + t, x)−K(b, x)
d∼ K(t, x + w(b)), (4.2.3)

where
d∼ means the equality of the marginal distribution. If we also assume that

{K} and {Y } have stationary increments, then {D} has stationary increments.

Proof.
Semi-selfsimilarity Definition of K implies the following semi-selfsimilarity:

{K(t, x)} d
=

{
s−h1
1 K(s1t, s

h2
1 x)

}
.

Then we have

{D(i)(t), t ≥ 0} d
=

{
s−h1
1

∫ ∞

−∞
K(s1t, s

h2
1 x)dY (i)(x), t ≥ 0

}
.
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Assumption (3) implies that there exists an irreducible fraction q/p such that
sq
2 = sph2

1 , and it can be shown that

{Y (x), x ∈ R} d
= {s−qH3

2 Y (sq
2x), x ∈ R}

= {s−ph2H3
1 Y (sph2

1 x), x ∈ R}.

Setting s0 = sp
1, we obtain

{D(t), t ≥ 0} d
=

{∫ ∞

−∞
s−ph1
1 K(sp

1t, s
ph2
1 x)s−ph2H3

1 dY (sph2
1 x), t ≥ 0

}

=
{
s
−(h1I+h2H3)
0 D(s0t), t ≥ 0

}
.

Statinary increments From increments of K(t, x) and Y (x) are station-
ary, we prove stationary increments of {D(t)},

{D(b + t)−D(b)} =
{∫ ∞

−∞
(K(b + t, x)−K(b))dY (x)

}

d
=

{∫ ∞

−∞
K(t, x + w(b))dY (x)

}
(by (4.2.3))

=
{∫ ∞

−∞
K(t, x′)dY (−w(b) + x′)

}
(setting x′ = x + w(b))

d
=

{∫ ∞

−∞
K(t, x′)dY (x′)

}
(stationary increment of {Y (x)})

= {D(t)}.

This implies the process {D(t)} has stationary increments. 2

An example of random function in (4.2.1) is a local time of a strictly α-semi-
stable process. In the next section, we consider a problem for the case.
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Chapter 5

Random walks in random
sceneries

In this chapter, we construct an example of operator semi-selfsimilar processes
in the way of random walks in random sceneries. Kesten and Spitzer considered
random walks in random sceneries and selfsimilar processes as a scaled limiting
process of that in [KS79]. We extend this problem to operator semi-stable case.
In the way of limiting, the limiting process turn to be stochastic integral process
defined in chapter 4. Thus, we have an example of semi-stable integrated process
and can inquire the limiting process by using the properties proves in the previous
chapter.

5.1 Local times of semi-stable Lévy processes

In this section, we prepare some propositions of local time of semi-stable processes
for dealing operator semi-selfsimilar processes. We study properties of local times
for (r, α)-semi-stable Lévy processes, and consider the case where d = 1 in this
subsection. It is known that a strictly α-stable Lévy process has a local time
at x, L(t, x) with α > 1, and we can take a version of L(t, x) which is jointly
continuous in (x, t) with α > 1 (see [GK72]). In the case of (r, α)-semi-stable
Lévy processes, we have the following.

Theorem 5.1.1 An α-semi-stable Lévy process {Y (t), t ≥ 0} has a local time at
x, L(t, x) with α > 1, and there exists a jointly continuous version of L(t, x). If
α = 1 and {Y (t), t ≥ 0} is not strictly 1-semi-stable, then it has a local time but
does not have its continuous version.

From now we denote by Lt(x) a continuous version of such a local time.
Proof.
Theorem 7.5 in [Sa99a] implies that almost all sample functions of {Y (t)}

have the following properties:
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(i) 0 is regular for {0} (see Section 7 in [Sa99a] or Section 43 in [Sa99b] for the
definition of “regular”),
(ii) for all x, y we have P x{Y (t) = y for some t ≥ 0} > 0, where P x is the law of
Y (t) starting at x.
They ensure that, for each x, a local time L(t, x) exists (see [GK72]), and at any
fixed point it is continuous as a function of t almost surely.

We next show its joint continuity. Proposition 14.9 and 24.20 in [Sa99b] imply
that for each t > 0 Y (t) is determined as follows:

E[exp{izY (t)}] = e−tφ(z), φ(z) = |z|α{η1(z) + iη2(z)} − icz, (5.1.1)

where z ∈ R, η1(z) is bounded from below by a positive constant and continuous
in R \ {0} satisfying η1(r

1/αz) = η1(z), η2(z) is a real function continuous in
R \ {0} satisfying η2(r

1/αz) = η2(z). By Theorem 4 in [GK72], it is enough to
show that

∞∑

n=1

{δ(2−n)}1/2 < ∞, (5.1.2)

where

δ(u) = sup
|x|≤u

1

π

∫ ∞

−∞
(1− cos xz)Re

{
1

1 + φ(z)

}
dz.

To show (5.1.2), we use a similar way to that for proving Theorem 7.4 in [Sa99a].
It is known that there exist positive constants k1 and k2 such that k1 ≤ η1(z) ≤ k2.
Using them, we obtain

Re

{
1

1 + φ(z)

}
=

1 + |z|αη1(z)

{1 + |z|αη1(z)}2 + {|z|αη2(z)− cz}2

≤ 1 + k2|z|α
k2

1|z|2α
.

This implies that for each x > 0

1

π

∫ ∞

−∞
(1− cos xz)Re

{
1

1 + φ(z)

}
dz

≤ x2

π

∫ 1/x

−1/x
z2 1 + k2|z|α

k2
1|z|2α

dz +
2

π

∫

|z|>1/x

1 + k2|z|α
k2

1|z|2α
dz

= O(xα−1) as x → 0,

and we can take a continuous version of a local time.
In the case of not strictly 1-semi-stable Lévy process η1(z) in (5.1.1) is same,

but η2(z) is not; η2(z) is given by

η2(r
1/αz) = η2(z) + sgnz

∫

1<|x|≤r1/α
xν(dx),
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where ν(dx) is Lévy measure and M :=
∫
1<|x|≤r1/α xν(dx) 6= 0. Remark that the

constant which is larger than η2(z) for any z ∈ R does not exist. In this case, we

have |η2(z)| ∼ |M |
log r1/α log |z| as |z| → ∞ (see page 312 in [Sa99b]).

To show the assertion, it is enough to show that

lim sup
κ→∞

(log κ)
∫ ∞

−∞
Re

{
1

κ + φ(z)

}
dz > 0 (5.1.3)

(see Theorem 4 in [GK72]). Hence

Re

{
1

κ + φ(z)

}
≥ k1|z|

(κ + |z|k2)2 + (|z|η2(z)− cz)2

∼ k1(log r1/α)2

M2

1

z(log |z|)2
,

and we have

lim sup
κ→∞

∫ ∞

−∞
Re

{
1

κ + φ(z)

}
dz ≥

∫

|z|≥κ

k1|z|
(κ + |z|k2)2 + (|z|η2(z)− cz)2

∼ k1(log r1/α)2

M2

1

log κ
,

which concludes (5.1.3). 2

5.2 Random walks in random scenery

In this section, we assume that slowly varying functions in (2.3.1) li ≡ 1, i = 1, 2.

Let {Sk, k = 0, 1, 2, . . .} be a Z-valued random walks such that {r−n/α
1 S[rn

1 t], t ≥
0} converges to a strictly (r1, α)-semi-stable Lévy process {Y (t), t ≥ 0} with
1 < α ≤ 2. We also let {ξ(u), u ∈ Z} independent identically distributed Rd-
valued random variables, independent of {Sk}, belonging to the domain of partial
attraction of strictly operator (r2, Q)-semi-stable random variable ZQ, namely

r−nQ
2

∑[rn
2 ]

k=1 ξ(k) converges weakly to ZQ. Since if ZQ is Gaussian, the problem can
be handled similarly to [KS79] and [Bo89], we assumed that ZQ is purely non-
Gaussian and use the representation (2.2.2). When for real parts of eigenvalues
of Q satisfy τQ ≤ 1 ≤ TQ, we need symmetry condition, that is, the distribution
of ξ(0) is same as that of −ξ(0).

“Random walks in random scenery” in [KS79] as follows: Let Z-valued random
variables Xi’s and R-valued random variables ξ(k)’s belong to the domain of
attraction of strictly α-stable (α ∈ (1, 2]) distribution and that of strictly β-
stable (β ∈ (0, 2]) distribution, respectively. Assume that they are independent
and E[X1] = 0. We set

Wl =
l∑

k=0

ξ(Sk), (5.2.1)
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where Sk =
∑k

i=1 Xi and S0 = 0. We define W (t) by

W (t) = Wl + (t− l)(Wl+1 −Wl), l < t < l + 1. (5.2.2)

Asymptotic behavior of {Wn} is determined by two kinds of randomness, random
walks {Sn} and random scenery {ξ(k)}, and they imply an interesting selfsim-
ilarity for a scaled limiting process of {W (t)}. For two kinds of randomness,
we consider a strongly dependent sequence {ξ(Sn)}, its partial sum Wl and the
process {W (t), t ≥ 0}. Let {Z(x), x ∈ R} be an Rd-valued strictly operator
(r2, Q)-semi-stable Lévy process, whose distribution of Z(1) is the same as that
of ZQ, independent of strictly (r1, α)-semi-stable process {Y (t)}. By Theorem
5.1.1, we can take a version of local time of {Y (t)}, which is continuous in (t, x),
and denote by Lt(x). Hence we can define a stochastic integral

∆(t) =
∫ ∞

−∞
Lt(x)dZ(x).

Then we have the following theorem.

Theorem 5.2.1 Let H = (1 − 1
α
)I + 1

α
Q. If log r1/(α log r2) ∈ Q, then there

exists r0 = r0(r1, r2, α) such that {r−nH
0 W (rn

0 t), t ≥ 0} converges weakly in
C([0,∞);Rd) to the operator (r0, H)-semi-selfsimilar process {∆(t), t ≥ 0}, which
has stationary increments.

Remark 5.2.2 In the case where 0 < α < 1, {Sn} is transient (see Theorem 3.1
in [C94]), and we omit the case (see page 9 in [KS79]). In the case where α = 1
{Lt(x)} does not have its continuous version and we can not define ∆(t) through
a stochastic integral. On the other hand {Sn} is recurrent (see Theorem 3.2 in
[C94]), and this is the case for [Bo89].

Since {Y (t)} is an (r1, α)-semi-stable Lévy process {Y (r1−nt)} d
= {rn/α

1 Y (t)},
we have the following semi-selfsimilarity of its occupation time
Γt(a, b) =

∫ t
0 1[a,b)(Y (s))ds and local time: For each n ∈ N,

{Γrn
1 t(a, b), t ≥ 0} d

=
{
rn
1 Γt(r

−n/α
1 a, r

−n/α
1 b), t ≥ 0

}
,

{Lt(x), t ≥ 0} d
=

{
r
−n(1−1/α)
1 Lrn

1 t(r
n/α
1 x), t ≥ 0

}
,

where
d
= denotes the equality of all finite dimensional distributions with respect to

the probability measure of {Y (t)} on D([0,∞);R), and this implies that {Lt(x)}
has (r1, (1− 1/α, 1/α))-semi-selfsimilarity. Hence we can take an r0 in the same
way to that of taking s0 in Theorem 4.2.1. Namely, if we denote the irreducible
fraction q/p := log r1/(α log r2) and set r0 = rp

1 = rαq
2 , then {∆(t)} has (r0, (1−

1
α
)I+ 1

α
Q)-semi-selfsimilarity. Moreover, since {Y (t)} has stationary independent

increments and a spatially homogeneous transition function, we can show that
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{Lt(x)} has stationary increments (see (4.2.3) for its definition) in a similar way
to that of showing for the case of α-stable Lévy process in [L85]. They imply
that {∆(t)} has stationary increments.

We prove the rest of Theorem 5.2.1 by showing the following propositions
under the same assumption as those in the theorem.

Proposition 5.2.3

{
r−nH
0 W (rn

0 t), t ≥ 0
} L

=⇒ {∆(t), t ≥ 0} as n →∞,

where
L

=⇒ denotes convergence of all finite dimensional distributions with respect
to the product measure between the probability measure of {Y (t)} and {ZQ(x)}.

Proposition 5.2.4
The family

{
r−nH
0 W (rn

0 t), t ≥ 0, n ∈ N
}

is tight in C([0,∞);Rd).

5.3 Proof of Proposition 5.2.3

Let N(l, u) be the number of visits of the random walk {Sk} to the point u ∈ Z
in the time interval [0, l]. Using this, we can represent Wl as

Wl =
l∑

k=0

ξ(Sk) =
∑

u∈Z

N(l, u)ξ(u). (5.3.1)

For the occupation time N(l, u) we consider their linear interpolation:

Nt(u) = N(l, u) + (t− l)(N(l + 1, u)−N(l, u)), l < t < l + 1.

For −∞ < a < b < ∞ we set

T n
t (a, b) = r−n

0

∑

a≤r
−n/α
0 u<b

Nrn
0 t(u) and Γt(a, b) =

∫ b

a
Lt(x)dx. (5.3.2)

Then for each k ∈ N and t1, t2, t3, . . . , tk > 0, Theorem 2.1 and 2.2 imply the
following convergence with respect to the measure of {Y (t)} (see Section 2 in
[KS79]):

{T n
tj
(aj, bj), j ∈ N} d−→ {Γtj(aj, bj), j ∈ N}. (5.3.3)

Using (1) of Theorem 2.3.1, we can show the following lemmas in the same way
as that in [KS79]:

Lemma 5.3.1 There exist Ci’s satisfying the following:
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(1) For each p ≥ 1 and all large t, we have

sup
u∈Z

E[Nt(u)p] = O(tp(1−1/α)),

(2) For all large t, we have
∑

u∈Z

E[Nt(u)2] = O(t2−1/α),

Lemma 5.3.2

P{Nt(u) > 0 for some u with |u| > A(s + 1)1/α} ≤ ε(A) for any t > 0,

where ε(A) → 0 as A →∞ and ε(A) is independent of t.

To prove Proposition 5.2.3, we need more lemmas. In this section we consider
two kinds of randomness, hence redenote µ̂ by ϕQ(z), and let f(z) = log ϕQ(z).
Since {ZQ(x)} is a Lévy process, we can show the following lemma about joint
distribution of ∆(t) in the same way as that for showing Lemma 3 in [Ma96]:

Lemma 5.3.3 For any k ∈ N, t1, t2, t3, . . . , tk > 0 and z1, z2, z3, . . . , zk ∈ Rd,

E


exp



i

k∑

j=1

〈zj, ∆(tj)〉





 = E


exp





∫ ∞

−∞
f




k∑

j=1

Ltj(u)zj


 du






 .

In the same way as that for showing Lemma 4 in [Ma96] or Lemma 3.1 in [A01],
we obtain the following lemma.

Lemma 5.3.4 Let β = 1 when TQ < 1, and let 0 < β < 1/TQ when TQ ≥ 1.
Then for any z1 and z2 ∈ Rd, there exists some constant K > 0 such that

|f(z1)− f(z2)| ≤ K
{
‖z1 − z2‖(1 + ‖z1‖+ ‖z2‖) + ‖z1 − z2‖β

}
.

We next prepare for showing convergence of all finite dimensional distribution.

Lemma 5.3.5 For any k ∈ N, t1, t2, t3, . . . , tk > 0 and z1, z2, z3, . . . , zk ∈ Rd,

∑

u∈Z

f


r−nH∗

0

k∑

j=1

Nrn
0 tj(u)zj


 d−→

∫ ∞

−∞
f




k∑

j=1

Ltj(u)zj


 du,

Proof.

Since ϕQ(z)rn
0 = ϕQ(rnQ∗

0 z) and r−nH∗
0 = r

−n(1−1/α)
0 · r−

n
α

Q∗
0 for any z ∈ R, we

have

∑

u∈Z

f


r−nH∗

0

k∑

j=1

Nrn
0 tj(u)zj


 =

∑

u∈Z

f


r

−n(1−1/α)
0

k∑

j=1

Nrn
0 tj(u)r

−n
α

Q∗
0 zj




=
∑

u∈Z

r0
−n/αf


r

−n(1−1/α)
0

k∑

j=1

Nrn
0 tj(u)zj


 .

38



Hence it is enough to show that

∑

u∈Z

r0
−n/αf


r

−n(1−1/α)
0

k∑

j=1

Nrn
0 tj(u)zj


 d−→

∫ ∞

−∞
f




k∑

j=1

Ltj(u)zj


 du. (5.3.4)

The following argument is similar to those in [KS79],[M96] and [A01]. Fixing
small τ > 0 and large M , we define

An,l := {u ∈ Z : lτr0
n/α ≤ u < (l + 1)τr0

n/α}, l ∈ Z,

U(τ,M, n) :=
∑

|x|>Mτr0
n/α

r
−n/α
0 f


r

−n(1−1/α)
0

k∑

j=1

Nrn
0 tj(u)zj


 ,

V (τ,M, n) :=
∑

−M≤l<M

|An,l|r0
−n/α

f


r

−n(1−1/α)
0

1

τr0
n/α

∑

y∈An,l

k∑

j=1

Nrn
0 tj(y)zj


 , (5.3.5)

where |An,l| is the number of integers in An,l, and we set

I :=
∑

u∈Z

r0
−n/αf


r

−n(1−1/α)
0

k∑

j=1

Nrn
0 tj(u)zj


− U(τ,M, n)− V (τ,M, n)

=
∑

−M≤l<M

∑

u∈An,l

r0
−n/α



f


r

−n(1−1/α)
0

k∑

j=1

Nrn
0 tj(u)zj




−f


r

−n(1−1/α)
0

1

τr0
n/α

∑

y∈An,l

k∑

j=1

Nrn
0 tj(y)zj






 .

We denote

gj = Nrn
0 tj(u) and hj =

1

τr0
n/α

∑

y∈An,l

Nrn
0 tj(y).

By Lemma 5.3.4, Hölder’s inequality and Minkowski’s inequality, we obtain

E[|I|]

≤ C(2M + 1) max
−M≤l<M

|An,l|r0
−n/α max

−M≤l<M
max
u∈An,l



E


r

−n(1−1/α)
0 ‖

k∑

j=1

(gj − hj)zj‖

1 + r

−n(1−1/α)
0 ‖

k∑

j=1

gjzj‖+ r
−n(1−1/α)
0 ‖

k∑

j=1

hjzj‖






+E


r

−nβ(1−1/α)
0 ‖

k∑

j=1

(gj − hj)zj‖β
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≤ C
′
Mτ max

−M≤l<M
max
u∈An,l





r
−n(1−1/α)
0 E


‖

k∑

j=1

(gj − hj)zj‖2




1/2

E





1 + r

−n(1−1/α)
0 ‖

k∑

j=1

gjzj‖+ r
−n(1−1/α)
0 ‖

k∑

j=1

hjzj‖



2



1/2

+ r
−nβ(1−1/α)
0 E


‖

k∑

j=1

(gj − hj)zj‖2




β/2




≤ C
′
Mτ max

−M≤l<M
max
u∈An,l





r
−n(1−1/α)
0

√√√√√E


|

k∑

j=1

(gj − hj)|2



k∑

j=1

‖zj‖2


1 + r

−n(1−1/α)
0

√√√√√
k∑

j=1

‖zj‖2


E


|

k∑

j=1

gj|2



1/2

+ E


|

k∑

j=1

hj|2



1/2






+ r
−nβ(1−1/α)
0


E


|

k∑

j=1

(gj − hj)|2



k∑

j=1

‖zj‖2




β/2




.

The following lemma is shown in the same way as that for showing (3.9) in [KS79]
by using (2) of Theorem 2.3.1, and we omit its proof:

Lemma 5.3.6

max
−M≤l<M

max
u∈An,l

E[|gj − hj|2] ≤ Cτα−1(rn
0 )2−2/α.

Using lemma above and (2) of Lemma 5.3.1, we obtain

E[|I|] ≤ CMτ
{
r
−n(1−1/α)
0

√
Cτα−1(rn

0 )2−2/α

(
1 + r

−n(1−1/α)
0

√
(rn

0 )2−2/α + r
−n(1−1/α)
0

√
(rn

0 )2−2/α

)

+r
−nβ(1−1/α)
0 Cτβ(α−1)/2r

2n(1−1/α)β/2
0

}

= CMτ
(
τ (α−1)/2 + τβ(α−1)/2

)
.

Using (1) of Lemma 5.3.1, for large n and any ζ > 0, we can take Mτ so large
that

P{U(τ,M, n) 6= 0} ≤ ζ.

Recall α > 1, and if we choose τ so small (and thus M so large) that

CMτ
(
τ (α−1)/2 + τβ(α−1)/2

)
≤ ζ2,
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then we obtain

P





∣∣∣∣∣∣
∑

u∈Z

f


r−nH∗

0

k∑

j=1

Nrn
0 tj(u)zj


− V (τ,M, n)

∣∣∣∣∣∣
> ζ



 ≤ 2ζ. (5.3.6)

We next show the convergence of V (τ,M, n). By using (5.3.2), (5.3.5) can be
rewritten as

V (τ,M, n) =
∑

|l|≤M

|An,l|
r0

n/α
f


1

τ

k∑

j=1

T n
tj
(lτ, (l + 1)τ)zj


 ,

and (5.3.3) implies that V (τ,M, n) converges weakly to

τ
∑

|l|≤M

f




k∑

j=1

1

τ

∫ (l+1)τ

lτ
Ltj(y)dyzj


 (5.3.7)

as n →∞, where we have used |An,l|r0
−n/α → τ .

Finally, it follows from the continuity and the compact support property of
local times of strictly α-semi-stable Lévy processes with α > 1 that (5.3.7) con-
verges to

∫ ∞

−∞
f




k∑

j=1

Ltj(u)zj


 du

as τ → 0 (and thus M → ∞). This together with (5.3.6) shows (5.3.4) and
completes the proof of Lemma 5.3.5. 2

The following lemmas is shown in a similar way to that for showing Lemma
6 in [Ma96] by using (1) of Lemma 5.3.1 and Lemma 5.3.2:

Lemma 5.3.7 For any z ∈ Rd,

lim
s→∞ sup

u∈Z
Ns(u)s−H∗

z = 0 in probability,

where H∗ is a transposed matrix of H.

Recall that for any z ∈ Rd, ϕQ(z) denotes the characteristic function of ZQ and
we denote by λQ(z) the characteristic function of ξ(x). Then we have

Lemma 5.3.8

lim
z→0

log λQ(z)

log ϕQ(z)
= 1.
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Proof.
Respectively replacing r and n/β in Lemma 2.6 in [A01] with r−1

2 and nQ, we
can show this lemma in a similar way to that for showing Lemma 2.6 in [A01] by
taking appropriate norm. 2

Proof of Proposition 5.2.3.
By (5.3.1) we have

In := E


exp



i

k∑

j=1

〈zj, r
−nH
0 Wrn

0 tj〉







= E


exp



i

k∑

j=1

〈
zj, r

−nH
0

∑

u∈Z

Nrn
0 tj(u)ξ(u)

〉






= E


 ∏

u∈Z

λQ


r−nH∗

0

k∑

j=1

Nrn
0 tj(u)zj





 ,

and by Lemmas 5.3.7 and 5.3.8

lim
n→∞ In = lim

n→∞E


 ∏

u∈Z

ϕQ


r−nH∗

0

k∑

j=1

Nrn
0 tj(u)zj







= lim
n→∞E


exp





∑

u∈Z

f


r−nH∗

0

k∑

j=1

Nrn
0 tj(u)zj











= E


exp





∫ ∞

−∞
f




k∑

j=1

Ltj(u)zj


 du






 (by Lemma 5.3.5)

= E


exp



i

k∑

j=1

〈zj, ∆(tj)〉





 (by Lemma 5.3.3).

This completes the proof of Proposition 5.2.3. 2

5.4 Proof of Proposition 5.2.4

Recall (5.3.1), and for each t ≥ 0 and any n ∈ N we set

Dn(t) := r−nH
0 W (rn

0 t) = r−nH
0

∑

u∈Z

Nrn
0 t(u)ξ(u).

To show the tightness of {Dn(t), t ≥ 0, n ∈ N} in C([0,∞);Rd), we need to show
the following estimation: For each T < ∞ and any η > 0,

lim
δ→∞

lim sup
n→∞

P





sup
0≤t1,t2≤T
|t2−t1|≤δ

{‖Dn(t2)−Dn(t1)‖ ≥ η}




= 0. (5.4.1)
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The following lemma is shown in a similar way to that for showing (3.19) in
[KS79] by using (1) of Lemma 5.3.1 and Lemma 5.3.2:

Lemma 5.4.1 For any ε > 0, there exists an A = A(ε) such that

P{Nrn
0 t(u) > 0 for some |u| > Ar

n/α
0 and t ≤ T} ≤ ε

4
.

To simplify notation, we use ξ instead of ξ(0) (recall that ξ’s are identically
distributed). Let

cn(G) := rn
2 P{‖r−nQ

2 ξ‖ ∈ G}, G ∈ B((0,∞)),

M(F ) :=
∫

SQ

γ(dx)
∫ ∞

0
1F (sQx)d

(
−Hx(s)

s

)
, F ∈ B(Rd \ {0}),

c(G) := M({x : ‖x‖ ∈ G}), G ∈ B((0,∞)).

By using Theorem 3.3.8 in [MS01], which is a general central limit theorem for
independent and infinitely divisible distributed random variables, it is shown that

rn
2 P{r−nQ

2 ξ ∈ F} −→ M(F ) (5.4.2)

for every Borel set F , which is bounded away from zero and M(∂F ) = 0. Since
we consider purely non-Gaussian case for random scenery, by (5.4.2) we obtain

lim
ε→0

lim sup
n→∞

rn
2

∫

‖x‖<ε
〈z, x〉2P{r−nQ

2 ξ ∈ dx} = 0, z ∈ Rd. (5.4.3)

Remark that c({y}) = 0 for each y > 0 except Lebesgue measure zero set, and
thus by (5.4.2) and (5.4.3), we obtain that

cn([y,∞)) −→ c([y,∞)) (5.4.4)

for any y > 0 such that c({y}) = 0. Then we have the following:

Lemma 5.4.2 We can find a ρ such that for all large n

(2Ar
n/α
0 + 1)P{‖r−

n
α

Q
0 ξ‖ > ρ} ≤ ε

4
.

Proof.
Recall r0 = rαq

2 for some q ∈ N. By (5.4.4) we have for ρ with c({ρ}) = 0
such that

r
n/α
0 P{‖r−

n
α

Q
0 ξ‖ > ρ} = rqn

2 P{‖r−qnQ
2 ξ‖ > ρ}

= cqn([ρ,∞)) −→ c([ρ,∞)),

which concludes the lemma. 2

Using ρ above, we let

ξn(u) = ξ(u)I[‖r−
n
α

Q
0 ξ(u)‖ ≤ ρ], (5.4.5)

and next estimate its expectation. We prepare properties of measures, cn(·) and
c(·).
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Lemma 5.4.3 Let ρ > 0. Then the following are satisfied:

(1) sup
n

∫ ρ

0
y2cn(dy) < ∞,

(2) lim
ε→0

lim sup
n→∞

∫ ε

0
y2cn(dy) = 0.

Proof.
(1) By a property of Lévy measure, we have a conclusion.
(2) Suppose {θ1, . . . , θd} is an orthonormal basis for Rd. Then ‖x‖2 =

∑d
i=1〈θi, x〉2.

Since ∫ ε

0
y2cn(dy) = rn

2

∫

‖x‖<ε
‖x‖2P{rnQ

2 ξ ∈ dx},

we conclude the lemma by (5.4.3) with θ = θ1, . . . , θd. 2

Lemma 5.4.4 Let ρ > 0

(1) If τQ > 1, then ∫ ρ

0
yc(dy) < ∞.

(2) If TQ < 1, then ∫ ∞

ρ
yc(dy) < ∞.

Proof.
We have

c((y,∞)) = M({x : ‖x‖ > y}) =
∫

SQ

γ(dx)
∫ ∞

0
I[‖sQx‖ > y]d

(
−Hx(s)

s

)
.

Note that for any δ > 0 there exists C > 0 such that

‖sQ‖ ≤
{

CsτQ−δ s ≤ 1,
CsTQ+δ s > 1.

Using this, for some C > 0 and x0 ∈ SQ, we have and set

c((y,∞)) ≤ γ(SQ)

{∫ 1

0
I[s > Cy1/(τQ−δ)]d

(
−Hx0(s)

s

)

+
∫ ∞

1
I[s > Cy1/(TQ+δ)]d

(
−Hx0(s)

s

)}

=: γ(SQ)(J1(y) + J2(y)).

◦ In the case of (1), we have J2(y) = O(1) as y → 0 and an inequality,

J1(y) ≤ Hx0(Cy1/(τQ−δ))

Cy1/(τQ−δ)
.
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Since Hx0(s) is bounded for any s ∈ Rd, we obtain J1(y) = O(y−1/(τQ−δ)) as
y → 0. If τQ > 1, then we can find δ > 0 such that 1/(τQ − δ) < 1. They imply
that

∫ ρ
0 c((y,∞))dy < ∞.

◦ In the case of (2), we also have J1(y) = o(1) as y →∞, an inequality

J2(y) ≤ Hx0(Cy1/(TQ+δ))

Cy1/(TQ+δ)
,

and J2(y) = O(y−1/(TQ+δ)) as y → ∞. If TQ < 1, we can find δ > 0 such that
1/(TQ + δ) > 1. They imply that

∫∞
ρ c((y,∞))dy < ∞.

They conclude the lemma. 2

Lemma 5.4.5 Let ρ > 0 with c({ρ}) = 0. If τQ > 1, then

sup
n

∫ ρ

0
ycn(dy) < ∞.

Proof.
Definition of cn and Lemma 5.4.4 imply that

∫ ρ

0
ycn(dy) < ∞, and

∫ ρ

0
yc(dy) < ∞,

respectively. Note that cn(·) and c(·) are Lévy measures on (0, ρ), that is,
∫ ρ
0 (y2∧

1)cn(dy) < ∞ and
∫ ρ
0 (y2 ∧ 1)c(dy) < ∞. Hence by (5.4.4), (2) of Lemma 5.4.3

and a convergence theorem of infinitely divisible distributions imply that

exp
{∫ ρ

0
(eizy − 1)cn(dy)

}
−→ exp

{∫ ρ

0
(eizy − 1)c(dy)

}
, z ∈ R,

and thus
lim

n→∞

∫ ρ

0
(eizy − 1)cn(dy), z ∈ R

exists. This together with (1) of Lemma 5.4.3 concludes the lemma. 2

In the case TQ < 1, we have the following:

Lemma 5.4.6 Let ρ > 0. If TQ < 1, then

sup
n

∫ ∞

ρ
ycn(dy) < ∞.

Proof.
Replacing n in Lemma 12 of [Ma96] by rn

2 , firstly we consider the case that ξ
is symmetric and next nonsymmetric case. Then we have the conclusion. 2

For notational simplicity, we write ξn for ξn(0) again. We have the following:
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Lemma 5.4.7
∥∥∥∥E

[
r
−n

α
Q

0 ξn

]∥∥∥∥ = O(r
−n/α
0 ),

provided that ξ is symmetric when τQ ≤ 1 ≤ TQ.

Proof.
◦ When τQ ≤ 1 ≤ TQ, we assume that ξ is symmetric and the expectation of

ξn equals to zero.
◦ In the case where TQ < 1, using the facts E[‖ξ‖] < ∞ and E[ξ] = 0, and

Lemma 5.4.6, we have
∥∥∥∥sup

n
r

n
α
0 E

[
r
−n

α
Q

2 ξn

]∥∥∥∥ = sup
n

r
n/α
0

∥∥∥∥E
[
r
−n

α
Q

0 ξI[‖r−
n
α

Q
0 ξ‖ ≤ ρ]

]∥∥∥∥

= sup
n

r
n/α
0

∥∥∥∥E
[
r
−n

α
Q

0 ξI[‖r−
n
α

Q
0 ξ‖ > ρ]

]∥∥∥∥

≤ sup
n

∫ ρ

0
ycqn(dy) < ∞.

◦ In the case where τQ > 1. by Lemma 5.4.5 we obtain

sup
n

r
n/α
0

∥∥∥∥E
[
r
−n

α
Q

0 ξn

]∥∥∥∥ = sup
n

r
n/α
0

∥∥∥∥E
[
r
−n

α
Q

0 ξI[‖r−
n
α

Q
0 ξ‖ ≤ ρ]

]∥∥∥∥

≤ sup
n

∫ ρ

0
ycqn(dy) < ∞,

and they conclude Lemma 5.4.7. 2

Proof of Proposition 5.2.4.
To show (5.4.1), we introduce the following notation:

En := r−nH
0 E


∑

u∈Z

Nrn
0
(u)ξn(u)


 .

D′
n(t) := r−nH

0

∑

u∈Z

Nrn
0 t(u){ξn(u)− E[ξn(u)]}.

Using them, we divide {Dn(t)} as following:

||Dn(t2)−Dn(t1)|| ≤ ||Dn(t2)−D′
n(t2)− Ent2||+ ||Dn(t1)−D′

n(t1)− Ent1||
+ ‖En‖|t2 − t1|+ ||D′

n(t2)−D′
n(t1)||,

and estimate each part. Lemma 5.4.7 implies that

‖En‖ =

∥∥∥∥∥∥
r
−n(1−1/α)
0 r

−n
α

Q
0 E


∑

u∈Z

Nrn
0
(u)ξn(u)




∥∥∥∥∥∥

=

∥∥∥∥∥∥
r
−n(1−1/α)
0 E

[
r
−n

α
Q

0 ξn

]
E


∑

u∈Z

Nrn
0
(u)




∥∥∥∥∥∥

= r
−n(1−1/α)
0 O(r

−n/α
0 )(rn

0 + 1) = O(1).
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We have and set

Dn(t)−D′
n(t)− Ent

= r−nH
0

∑

u∈Z

Nrn
0 t(u) {ξ(u)− (ξn(u)− E[ξn(u)])} − r−nH

0 E


∑

u∈Z

Nrn
0
(u)ξn(u)


 t

= r−nH
0

∑

u∈Z

Nrn
0 t(u) {ξ(u)− ξn(u)}

+ r−nH
0





∑

u∈Z

Nrn
0 t(u)E[ξn(u)]− E


∑

u∈Z

Nrn
0
(u)ξn(u)


 t





=: r−nH
0

∑

u∈Z

Nrn
0 t(u) {ξ(u)− ξn(u)}+ Qn(t).

By using Lemma 5.4.7, it is shown that for each t ≤ T ,

‖Qn(t)‖ = ‖r−nH
0 E[ξn]{rn

0 t + 1− (rn
0 + 1)t}‖

≤ Tr
−n(1−1/α)
0

∥∥∥∥E
[
r
−n

α
Q

0 ξn

]∥∥∥∥
= O(r−n

0 ),

and by using Lemma 5.4.1 and 5.4.2

P





∑

u∈Z

Nrn
0 t(u){ξ(u)− ξn(u)} 6= 0 for some t ≤ T





≤ P
{
ξ(u) 6= ξn(u) for some |u| ≤ Ar

n/α
0

}
+ P

{
Nrn

0 t(u) > 0 for some |u| > Ar
n/α
0

}

≤ (2Ar
n/α
0 + 1)P

{∥∥∥∥r
−n

α
Q

0 ξ

∥∥∥∥ > ρ
}

+
ε

4

≤ ε

2
.

Hence for any η > 0 we have

lim sup
n→∞

P

{
sup
t≤T

‖Dn(t)−D′
n(t)− Ent‖ ≥ 1

2
η

}
≤ ε

2
, (5.4.6)

and need to show

E[‖D′
n(t)−D′

n(s)‖2] ≤ C(t− s)2−1/α. (5.4.7)

If (5.4.7) is satisfied, with the respective replacements of Dn(t) and η by D′
n(t)

and η/2, the relation (5.4.1) is also satisfied, and this together with (5.4.6) imply
(5.4.1). We have

E[‖D′
n(t)−D′

n(s)‖2]
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= E




∥∥∥∥∥∥
r−nH
0

∑

u∈Z

(Nrn
0 t(u)−Nrn

0 s(u))(ξn(u)− E(ξn(u)))

∥∥∥∥∥∥

2



= r
−2n(1−1/α)
0 E

[∥∥∥∥r
−n

α
Q

0 {ξn − E[ξn]}
∥∥∥∥
2
] ∑

u∈Z

E
[{

Nrn
0 t(u)−Nrn

0 s(u)
}2

]

≤ r
−2n(1−1/α)
0 E

[∥∥∥∥r
−n

α
Q

0 ξn

∥∥∥∥
2
] ∑

u∈Z

E
[{

Nrn
0 t(u)−Nrn

0 s(u)
}2

]
. (5.4.8)

Here using (1) of Lemma 5.4.3, we obtain that

sup
n

r
n/α
0 E

[∥∥∥∥r
−n

α
Q

0 ξn

∥∥∥∥
2
]

= sup
n

r
n/α
0 E

[∥∥∥∥r
−n

α
Q

0 ξ

∥∥∥∥
2

I
[∥∥∥∥r

−n
α

Q
0 ξ

∥∥∥∥ ≤ ρ
]]

= sup
n

∫ ρ

0
y2cqn(dy) < ∞. (5.4.9)

On the other hand, (2) of Lemma 5.3.1 implies

E


∑

u∈Z

{Nrn
0 t2(u)−Nrn

0 t1(u)}2


 ≤ C{rn

0 (t2 − t1)}2−1/α. (5.4.10)

Thus (5.4.7) is shown by (5.4.8), (5.4.9) and (5.4.10), and the proof is completed.
2
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