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Chapter 1

Introduction

1.1 Arithmetic of elliptic curves, the modular

elements and Euler systems

In the arithmetic of elliptic curves, arithmetic objects such as Mordell-Weil
groups, Selmer groups and Tate-Shafarevich groups have been studied by
many mathematicians. There are several interesting conjectures about the
relation between the structures of these arithmetic objects and the special
values of L-functions of an elliptic curve. One is the Birch Swinnerton-Dyer
conjecture, which states that the order of vanishing of the L-function is equal
to the rank of the Mordell-Weil group, and some important arithmetic invari-
ants appear in the leading term of the L-function. Another is the Iwasawa
Main Conjecture, which states that the structure of the Selmer group of a
certain infinite extension is dominated by a p-adic L-function which interpo-
lates the special values of the L-function. There is also a difficult conjecture
that the Tate-Shafarevich groups are finite.

There are some important elements which are related to the above con-
jectures. In 1987, Mazur and Tate [12] defined the modular element for the
maximal real subfield Q(µN)+ of the cyclotomic field Q(µN) and for modular
elliptic curves defined over the field Q. They formulated some conjectures
as “refined” Birch Swinnerton-Dyer conjecture without p-adic L-function,
which states that the modular elements are related to the structure of the
Selmer group over the field Q(µM)+. The modular elements are related to
the special values of the L-function of the elliptic curve E, and by taking
p-adic limits of the modular elements, we can obtain the p-adic L-function
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of E.
On the other hand, around 1990, a new method was developed to study

arithmetic objects such as the ideal class group of an algebraic number field or
the Tate-Shafarevich group of an elliptic curve, by using a system of elements
which satisfy formulas involving the Euler factors of the Riemann zeta func-
tion or the Hasse-Weil L-function of the elliptic curve. These systems were
named Euler systems. Kolyvagin [9] and Rubin proved that Tate-Shafarevich
groups of certain elliptic curves are finite using the Euler system coming from
the Heegner points (see also Rubin [16] [17]).

In the 1990’s, Kato [7] constructed a new Euler system of a modular form
for cyclotomic fields in cohomology groups, which is called the zeta elements.
By using this Euler system, he obtained significant results about the Selmer
groups, such as the Λ-cotorsionness of the Selmer groups and a partial result
of the Iwasawa Main Conjecture for modular forms. The zeta elements are
related to the special values of the L-functions. Moreover, it was proved
that the image of the system of the zeta elements in the ordinary case for
Q(µNp∞) through the Perrin-Riou’s homomorphism is essentially the p-adic
L-function.

Now that we know every elliptic curve defined over the field Q is modular,
the modular elements and the zeta elements are defined for every elliptic
curve over Q (See [1]).

The relation between the two elements had not been studied. The first
result on the relation between the two systems was Kurihara’s result when
he studied the Selmer groups in the supersingular case. For an odd prime
number p, he studied the relation between the zeta elements and the modular
elements in the finite extension fields in the cyclotomic Zp-extension of the
field Q, and showed that the two elements correspond through a map which
has nice integrality. He used the above correspondence to determine the
structure of the Selmer groups in the simplest case, and showed that the
modular elements are in the Fitting ideal of the Selmer groups, which was
conjectured by Mazur and Tate. He also showed that the behavior of the
orders of the Tate-Shafarevich groups in the supersingular case is different
from that in the ordinary case.

The purpose of this paper is to study the relation between the modular
elements and the zeta elements in general. For an elliptic curve E defined
over Q, we will construct a homomorphism from the cohomology group to the

4



group ring of the Galois group for arbitrary cyclotomic fields and good prime
p. We define an admissible system as a system in group rings which satisfies
the same formulas of the modular elements. We will prove that an Euler
system corresponds to an admissible system through the homomorphism,
and as a special case, the zeta element corresponds to the modular element.
We will also prove that the homomorphism has a nice integral property in
many cases. We can regard Kurihara’s map as a special case of our map.
Since our homomorphism is defined for a finite degree extension, we expect
that this homomorphism would be useful to study the Selmer group of a
number field of finite degree.

We will also prove the similar result to the above Kurihara’s result about
the Selmer groups, in the case when p = 2. Namely, we will determine the
structures of the Selmer groups of elliptic curves with supersingular reduction
at 2 in the simplest case. But this case has a difference that the corank of
the Selmer groups is positive while the Selmer groups are finite in Kurihara’s
result for odd prime number p.

1.2 Results of this paper

Let E be an elliptic curve defined over Q and let f(z) =
∑∞

n=1 anqn be the
cusp form of weight 2 corresponding to E. We will introduce the results of
this paper.

1.2.1 Selmer groups of an elliptic curve with supersin-
gular reduction in the cyclotomic Z2-extension

The purpose of this paper is to study the correspondence between the modu-
lar elements and the zeta elements, and we first introduce the results obtained
from the correspondence. We will generalize the correspondence in Chapter
3.

In Chapter 2, we will prove the following theorem about the structures of
the Selmer groups in the cyclotomic Z2-extension of Q for an elliptic curve
with supersingular reduction in the simplest case, using the zeta elements
and the modular elements. The following theorems show that the behavior
of the Selmer groups in the supersingular case is different from that in the
ordinary case.
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Theorem 1.2.1 (Theorem 2.1.1). Let Q∞/Q be the cyclotomic Z2-extension
of Q and Qn be its n-th layer. We assume that a2 ̸= 0, namely a2 = ±2,
and

ord2(L(E, 1)/ΩE) = ord2(Tam(E)) = 0

where ord2 : Q× → Z is the normalized additive valuation at 2. Then,

1. For any n ≥ 0, let θQn be the modular element. Suppose n ≥ 1. Then,
the Pontrjagin dual Sel(E/Qn)∨ of the Selmer group over Qn with respect to
E[2∞] is isomorphic to

Z2[Gal(Qn/Q)]/(θQn , νn(θQn−1))

as Z2[Gal(Qn/Q)]-modules.

2. For n ≥ 2, put

qn =
n−1∑
k=0

(−1)k2n−1−k =
1

3
(2n − (−1)n).

Then, we have Sel(E/Q) = 0, Sel(E/Q1) ∼= Sel(E/Q2) ∼= Q2/Z2 as abelian
groups, and

Sel(E/Qn) = Q2/Z2⊕(Z/2n−2Z)q3−q2⊕(Z/2n−3Z)q4−q3⊕· · ·⊕(Z/2Z)qn−qn−1

for all n ≥ 3. Hence, if we assume the finiteness of the 2-primary component
of the Tate-Shafarevich group X(E/Q1)[2

∞], we have

rank E(Qn) = 1 for all n ≥ 1,
X(E/Q1)[2

∞] = X(E/Q2)[2
∞] = 0, and

X(E/Qn)[2∞] ∼= (Z/2n−2Z)q3−q2 ⊕ (Z/2n−3Z)q4−q3 ⊕ · · · ⊕ (Z/2Z)qn−qn−1

for all n ≥ 3.

3. Sel(E/Q∞)∨ ∼= Z2[[Gal(Q∞/Q)]].

The above theorem is an analogue of the following Kurihara’s theorem
[10] for odd prime number p.

Theorem 1.2.2 (Kurihara). Let p be an odd prime and assume that E has

supersingular reduction at p, ordp
L(E,1)

ΩE
= ordpTam(E) = 0, and the Galois

action
ρE[p] : GQ = Gal(Q/Q) → Aut(E[p]) ∼= GL2(Fp)

6



is surjective. Let Q∞/Q be the cyclotomic Zp-extension of Q and Qn be its
n-th layer. Then, for all n ≥ 1

rank E(Qn) = 0

Sel(E/Qn) = X(E/Qn)[p∞]

and

1. Sel(E/Qn)∨ ≅ Zp[Gal(Qn/Q)]/(θQn , νn(θQn−1)) (n ≥ 1)
as Zp[Gal(Qn/Q)]-modules.

2. Put

qn =

{
pn−1 − pn−2 + pn−3 − pn−4 + . . . + p − 1 (for even n ≥ 2)
pn−1 − pn−2 + pn−3 − pn−4 + . . . + p2 − p (for odd n ≥ 3)

then

Sel(E/Q) = Sel(E/Q1) = 0

Sel(E/Qn) ≅ (Z/pn−1Z)q2 ⊕ (Z/pn−2Z)q3−q2 ⊕ · · · ⊕ (Z/pZ)qn−qn−1

(for all n ≥ 2)

as abelian groups.

3. Sel(E/Q∞)∨ ≅ Zp[[Gal(Q∞/Q)]] ( as Zp[[Gal(Q∞/Q)]]-modules).

Although the zeta elements did not appear explicitly in the above state-
ments, the proofs of the above theorems are based on the behavior of the
modular elements and the zeta elements. An important part of the proof is
to prove that the modular elements annihilate the dual of the Selmer groups
Sel(E/Qn)∨, which is proved by using certain homomorphism which sends
the zeta element to the modular element. This homomorphism will be dis-
cussed in Chapter 3 of this paper in more general situations.

We will make some remarks about the difference between the ordinary
case and the supersingular case.

In the ordinary case, we have the following theorem.

Theorem 1.2.3 (Mazur). Let F be a number field, and let p be a prime
number. Let F∞/F be the cyclotomic Zp-extension and Fn its n-th layer.
Put Λ := Zp[[Gal(F∞/F )]]. Assume that E has good ordinary reduction at
all primes of F lying over p. Assume that Sel(E/F∞) is Λ-cotorsion and
that X(E/Fn) is finite for all n ≥ 0. Then there exist λ, µ, ν ∈ Z such that
♯X(E/Fn)[p∞] = pen, where en = λn + µpn + ν for all n ≫ 0.
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This is an analogue of Iwasawa’s class number formula. This is proved
by Mazur’s Control theorem.

Remark 1.2.4.

1. The assumption that Sel(E/F∞) is Λ-cotorsion is believed to be always true
in the ordinary case. More precisely, there exists the following conjecture.

Conjecture 1.2.5. For every prime number p,

rankΛSel(E/F∞)∨ =
∑

v

[Fv : Qp].

Here, v runs through all the primes above p such that E has potential su-
persingular reduction at v.

This conjecture is proved in some cases, for example, it was proved by
Kato that this holds for F = Q. But 3. of Theorem 1.2.1 and Theorem 1.2.2
in the supersingular case show that Sel(E/Q∞) is not Λ-cotorsion.

2. The structures of the Tate-Shafarevich groups have been rarely determined,
but in the above theorems, the structures of the Selmer groups as abelian
groups are determined.

3. We know that the orders of the Tate-Shafarevich groups from the structures
of the Tate-Shafarevich groups. The above theorems show that the growth
of the orders of the Tate-Shafarevich groups is different from that in the
ordinary case.

4. Concerning the structure of the Selmer groups as Galois modules, Mazur
and Tate [12] conjectured that the modular element is in the Fitting ideal of
the Pontrjagin dual of the Selmer group. From above theorems, the Fitting
ideal of the Pontrjagin dual of the Selmer group Sel(E/Qn) is proved to be
(θQn , νn(θQn−1)). Hence, we have also proved that the conjecture of Mazur
and Tate holds in the above case.

1.2.2 Homomorphisms concerning Euler systems

In Chapter 3, we will construct a homomorphism

PN : H1(Qp ⊗Q Q(µN), VpE) → Qp[GN ]

for a good prime p and for the cyclotomic field Q(µN) with arbitrary pos-
itive integer N , and study the homomorphism. Here, VpE = Qp ⊗Zp TpE,
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where TpE is the Tate module, and GN := Gal(Q(µN)/Q). The main result
of Chapter 3 is the construction of this homomorphism PN . This homomor-
phism PN is defined in §3.3. We will also study some important properties
of PN .

We make a very rough sketch of the construction. As we will see in
Chapter 3, the homomorphism PN is defined, using a certain pairing

PN : D/D0 ⊗Q Q(µN) × H1(Qp ⊗Q Q(µN), VpE) → Qp[GN ]

and a special element xN ∈ D/D0⊗QQ(µN). The construction of the element
xN is the main part of the construction of the homomorphism PN .

Kurihara first constructed such a homomorphism in [10] in the case when
N = pn for a positive integer n and when the elliptic curve E has super-
singular reduction at p, inspired by Perrin-Riou’s work [14], in which it was
proved that the p-adic L-function is the image of the Kato’s Euler system
through a certain homomorphism.

Our homomorphism PN with N = pn plays an important role in Iwasawa
theory for elliptic curves, and is related to an important homomorphism
Col±, which is defined by Kobayashi in [8]. He formulated the Iwasawa
main conjecture for supersingular primes using the homomorphism Col±, and
proved a partial result of the main conjecture using Kato’s zeta elements.

From the definition of Euler systems described below, in the case in which
Kurihara and Kobayashi studied, the system of the zeta elements (zpn)n≥1 is
only a norm compatible system (see the upper half of the formulas (1.1) of
Euler systems), but we will study general relations between Euler systems,
which is the main difference between this paper and their works.

We will introduce two systems related to the above homomorphism. One
is an admissible system. We will introduce the notion of the admissible
system in this paper. The other is an Euler system.

The modular elements and an admissible system

We will introduce the modular elements defined by Mazur and Tate [12], and
the compatible formulas which the modular elements satisfy.

For N ≥ 1, let GN := Gal(Q(µN)/Q). Mazur-Tate [12] defined the
modular elements. We define the modular element θN by

θN :=
∑

a∈(Z/NZ)×

([
a

N
]+E + [

a

N
]−E)σa ∈ Q[GN ].
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This definition is slightly different from the original work of Mazur and Tate.
Here, for r ∈ Q, [r]±E ∈ R are defined by

2π

∫ ∞

0

f(r + iy)dy = [r]+EΩ+
E + [r]−EΩ−

E

where f(z) =
∑∞

n=1 anqn is the modular form corresponding to E and Ω±
E

are Néron periods. From Manin-Drinfeld theorem, we know [r]±E ∈ Q.
They are related to the special values of the L-functions as follows.

Proposition 1.2.6 (Mazur, Tate). Let χ be a character of conductor N and
let τ(χ) :=

∑
σ∈GN

χ(σ)σ(ζN) be the Gauss sum. Then we have

χ(θN) = τ(χ)
L(E,χ−1, 1)

Ω±
E

(χ(−1) = ±1).

For each prime number q, they satisfy compatible formulas below

πqM/M (θqM) =

{
aqθM − ϵqνM/ M

q
(θM

q
) (q | M)

(aq − σq − ϵqσ
−1
q )θM (q - M).

Here, for integers L and M with L dividing M , the map πM/L : Z[GM ] →
Z[GL] is defined by the restriction map of the Galois group GM → GL, and
the map νM/L : Z[GL] → Z[GM ] is defined by

σ 7→
∑

τ∈GM ,πM/L(τ)=σ

τ

for σ ∈ GL.
In this paper, we call a system of elements (ηM)M ∈

∏
M |N Qp[GM ] an

admissible system, when they satisfy the same compatible formulas.

The zeta elements and an Euler system

On the other hand, we call a system of elements

(wM)M ∈
∏
M |N

H1(Qp ⊗Q Q(µM), VpE)

an Euler system, when they satisfy

NrqM/M (wqM) =

{
wM (q | M)
Fq(σ

−1
q )wM (q - M)

(1.1)
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for a prime number q and a positive integer M . Here Fq(T ) := 1− aq

q
T + ϵq

q
T 2

is the polynomial in Definition 3.2.2, where ϵq = 1 (resp. 0) if q is a good
prime (resp. bad prime).

In [7], Kato constructed an Euler system in the cohomology groups

H1(Z[µN ,
1

S
], VpE) = H1

et(SpecZ[µN ,
1

S
], VpE)

using Beilinson elements in the K-groups. Here H1
et(SpecZ[µN , 1

S
], VpE) is an

étale cohomology group (or a Galois cohomology group) and S is the set of
bad primes, the infinite prime and p. It is called the zeta element. We regard
zN ∈ H1(Qp ⊗Q Q(µN), VpE) through the natural map H1(Z[µN , 1

S
], VpE) →

H1(Qp ⊗Q Q(µN), VpE).
The zeta elements are related to the special values of the L-function as

follows.

Proposition 1.2.7 (Kato). Let χ be a character of conductor N , then the
zeta element zN ∈ H1(Qp ⊗Q Q(µN), VpE) satisfies∑

σ∈GN

χ(σ) exp∗
N(σ(zN)) =

L(E,χ, 1)

Ω±
E

ω (χ(−1) = ±1).

Here, exp∗
N is the dual exponential map, ω = ωE is the Néron differential

and Ω±
E are Néron periods.

The properties of the homomorphism PN

We will prove the following three theorems, which state the important prop-
erties of the homomorphism PN . The theorems were proved by Kurihara [10]
in the case when N = pn for odd supersingular prime p. The first theorem
states that Euler systems correspond to admissible systems through the ho-
momorphisms PN . The second theorem states that as a special case of the
correspondence, the zeta element corresponds to the modular element. The
third theorem is about a nice integral property of the homomorphism.

First, we will introduce two theorems.

Theorem 1.2.8 (Theorem 3.4.1). If (wM)M ∈
∏

M |N H1(Qp⊗QQ(µM), VpE)

is an Euler system, then (PM(wM))M ∈
∏

M |N Qp[GM ] is an admissible sys-
tem.
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In other words, the system of the homomorphisms (PM)M constructed in
this paper sends Euler systems to admissible systems. As we have mentioned,
we have a special Euler system and a special admissible system, namely
the system of the zeta elements and the system of the modular elements.
The system of the zeta elements corresponds to the system of the modular
elements through the homomorphisms.

Theorem 1.2.9 (Theorem 3.4.3). Let zN ∈ H1(Qp ⊗Q Q(µN), VpE) be the
zeta element, and let θN ∈ Qp[GN ] be the modular element, then we have

PN(zN) = θN .

The first theorem will be proved by showing that the system (xM)M in the
definition of PN satisfies some formulas, and we will prove that the formulas
of admissible systems are obtained by combining the formulas of (xM)M and
the formulas of Euler systems. Thus, Euler systems correspond to admissible
systems. The second theorem will be proved by the relations between the
special values of L-function and each elements.

We have introduced the correspondence between Euler systems and ad-
missible systems. The next statement is the most important property of the
correspondence. We will introduce the last theorem in Chapter 3, which
states that the homomorphism has a nice integral property in many cases.

Theorem 1.2.10 (Theorem 3.5.1). If p divides N , Ẽ(Fp(µN))[p] = 0 and
an Euler system (wM)M is integral, namely

(wM)M ∈
∏
M |N

H1(Qp ⊗Q Q(µM), TpE),

then the admissible system (PM(wM))M is integral, namely

(PM(wM))M ∈
∏
M |N

Zp[GM ].

Here Ẽ is the reduction of the elliptic curve E mod p.

The above integral property was important in the results about the Selmer
groups, because the Selmer groups are Zp-modules but not Qp-modules.
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Proving the integrality is the longest part of this paper. The proof is based
on the study of the image of the formal logarithm map of the elliptic curve
E. In the supersingular case, the proof was easier since the height of the
formal logarithm map is 2. But the height is 1 in the ordinary case, so the
arguments in [10] can not be applied. We will use the similar arguments to
the result of Coleman [4] to study the formal logarithm map.

We will also determine the kernel of the homomorphism Ppn where p is a
supersingular prime, which will be used in Chapter 2.

Unfortunately, we have not yet obtained results about the Selmer groups
like the theorem in Chapter 2, or Kurihara [10] in more general case. But
we hope that the homomorphism will be used to study the structures of the
Selmer groups.
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Chapter 2

Iwasawa theory for elliptic
curves with supersingular
reduction

2.1 The Selmer groups in the Z2-extension of

Q

Let E be an elliptic curve defined over Q. If E has good ordinary reduction
at a prime p, the growth of Tate-Shafarevich groups (and Selmer groups) of
E in a Zp-extension can be understood by usual Iwasawa theory. But if E
has supersingular reduction at p, the growth of Selmer and Tate-Shafarevich
groups is more complicated. For an odd prime p, the most basic case was
dealt with in Kurihara [10] where the main assumption was that p does not
divide the L-value L(E, 1)/ΩE (where ΩE is the Néron period). The aim of
this chapter is to study the case p = 2 under the same assumption on the
L-value, namely 2 - L(E, 1)/ΩE.

For a prime number p, we consider the cyclotomic Zp-extension Q∞/Q
whose n-th layer we denote by Qn, namely Qn is the intermediate field
with [Qn : Q] = pn. For an odd p, the condition p - L(E, 1)/ΩE implies
rankE(Q∞) = 0 (see [10]), but for p = 2 this does not hold. We will see
that for p = 2 the condition p = 2 - L(E, 1)/ΩE would imply that the Selmer
groups over Qn always have positive corank for n ≥ 1, hence would imply
rankE(Qn) > 0 if we assume the Birch and Swinnerton-Dyer conjecture. So
the situation is different.
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As usual, put ap = p + 1 − #E(Fp). In the following, we suppose p = 2
and E has good supersingular reduction at 2. When a2 = 0, we have two
nice Iwasawa functions which describe the p-adic L-function of E by Pollack
[15], and we can define ± Selmer groups as in Kobayashi [8], and can study
them by the same method as for p > 2. In this chapter, we consider the case
a2 ̸= 0 (so a2 = ±2). Let Sel(E/Qn) be the Selmer group of E over Qn of
E[2∞]. We will determine the Galois module structure (and the structure as
an abelian group) of Sel(E/Qn) completely in the case a2 = ±2 under the
assumption 2 - L(E, 1)/ΩE, in particular Sel(E/Qn) is of corank 1. (When
a2 = 0, the condition 2 - L(E, 1)/ΩE does not determine the structure of
Sel(E/Qn) as an abelian group.)

Our main assumption is just 2 - L(E, 1)/ΩE. If the Birch and Swinnerton-
Dyer conjecture is true, this would imply that 2 does not divide the Tam-
agawa factor Tam(E) = Πcℓ = Π(E(Qℓ) : E0(Qℓ)) (where E0(Qℓ) is the
subgroup consisting of points whose images in E(Fℓ) are nonsingular.) We
will prove

Theorem 2.1.1. We assume that a2 ̸= 0, namely a2 = ±2, and

ord2(L(E, 1)/ΩE) = ord2(Tam(E)) = 0

where ord2 : Q× → Z is the normalized additive valuation at 2. Then,

1. For any n ≥ 0, let θQn be the modular element. Suppose n ≥ 1. Then,
the Pontrjagin dual Sel(E/Qn)∨ of the Selmer group over Qn with re-
spect to E[2∞] is isomorphic to

Z2[Gal(Qn/Q)]/(θQn , νn(θQn−1))

as Z2[Gal(Qn/Q)]-modules.

2. For n ≥ 2, put

qn =
n−1∑
k=0

(−1)k2n−1−k =
1

3
(2n − (−1)n).

Then, we have Sel(E/Q) = 0, Sel(E/Q1) ∼= Sel(E/Q2) ∼= Q2/Z2 as
abelian groups, and

Sel(E/Qn) = Q2/Z2⊕(Z/2n−2Z)q3−q2⊕(Z/2n−3Z)q4−q3⊕· · ·⊕(Z/2Z)qn−qn−1
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for all n ≥ 3. Hence, if we assume the finiteness of the 2-primary
component of of the Tate-Shafarevich group X(E/Q1)[2

∞], we have

rank E(Qn) = 1 for all n ≥ 1,
X(E/Q1)[2

∞] = X(E/Q2)[2
∞] = 0, and

X(E/Qn)[2∞] ∼= (Z/2n−2Z)q3−q2 ⊕ (Z/2n−3Z)q4−q3 ⊕ · · · ⊕ (Z/2Z)qn−qn−1

for all n ≥ 3.

3. Sel(E/Q∞)∨ ∼= Z2[[Gal(Q∞/Q)]].

2.2 The modular elements

In this section and the following section, we will introduce the modular el-
ements and the zeta elements again. For N ≥ 1, let GN := Gal(Q(µN)/Q).
We define the modular element θN ∈ Q[GN ] by

θN :=
∑

a∈(Z/NZ)×

([
a

N
]+E + [

a

N
]−E)σa.

For the original definition, see Remark 2.2.1
Here, for r ∈ Q, [r]±E ∈ R are defined by

2π

∫ ∞

0

f(r + iy)dy = [r]+EΩ+
E + [r]−EΩ−

E

where f(z) =
∑∞

n=1 anq
n is the modular form corresponding to E. From

Manin-Drinfeld theorem, we know [r]±E ∈ Q. They satisfy

χ(θN) = τ(χ)
L(E,χ−1, 1)

Ω±
E

(χ(−1) = ±1)

for each character χ of conductor N , where τ(χ) :=
∑

σ∈GN
χ(σ)σ(ζN) is

the Gauss sum. For each prime number q, they satisfy compatible formulas
below.

πqM/M (θqM) =

{
aqθM − ϵqνM/ M

q
(θM

q
) (q | M)

(aq − σq − ϵqσ
−1
q )θM (q - M).
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Here, for integers L and M with L dividing M , the map πM/L : Qp[GM ] →
Qp[GL] is defined by the restriction map of the Galois group GM → GL, and
the map νM/L : Qp[GL] → Qp[GM ] is defined by

σ 7→
∑

τ∈GM ,πM/L(τ)=σ

τ

for σ ∈ GL.
In this paper, we call a system of elements (ηM)M ∈

∏
M |N Qp[GM ] an

admissible system, when they satisfy the same compatible formulas.

Remark 2.2.1. In [12], the modular elements are defined by

θN :=
∑

a∈(Z/NZ)×/{±1}

[
a

N
]+Eσa ∈ Q[GN/{±1}].

2.3 The zeta elements

Kato defined an Euler system in cohomology groups H1(Z[µN , 1
S
], VpE) in [7].

Here H1(Z[µN , 1
S
], VpE) = H1

et(SpecZ[µN , 1
S
], VpE) and S is the set of bad

primes, the infinite prime and p. It is called the zeta element. We regard
zN ∈ H1(Qp ⊗Q Q(µN), VpE) through the natural map H1(Z[µN , 1

S
], VpE) →

H1(Qp ⊗Q Q(µN), VpE). We normalize the zeta element as follows.

Proposition 2.3.1. Let χ be a character of conductor N , then the zeta
element zN ∈ H1(Qp ⊗Q Q(µN), VpE) satisfies∑

σ∈GN

χ(σ) exp∗
N(σ(zN)) =

L(E,χ, 1)

Ω±
E

ω (χ(−1) = ±1).

Here, exp∗
N is the dual exponential map and Ω±

E are Néron periods. See
Kato [7], Theorem 12.5.

We call a system of elements (wM)M ∈
∏

M |N H1(Qp ⊗Q Q(µM), VpE) an
Euler system, when they satisfy

NrqM/M(wqM) =

{
wM (q | M)
Fq(σ

−1
q )wM (q - M).

Here Fq(T ) is the polynomial in Definition 3.2.2.

Proposition 2.3.2. The zeta elements (zM)M form an Euler system.

See Kato [7], Theorem 8.12.
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2.4 Proof of the theorem

2.4.1 Conductor

Proposition 2.4.1. Suppose that E has supersingular reduction at 2, and 2
does not divide Tam(E). Then, the conductor of N satisfies

N ≡ 3, 5 (mod 8).

Proof. Let
y2 + α1xy + α3y = x3 + α2x

2 + α4x + α6

be the minimal Weierstrass equation of E over Z. If E is a supersingular ellip-
tic curve over F2, then its j-invariant is 0, and it has a Weierstrass equation
of the form y2 +y = x3 +β4x+β6(β4, β6 ∈ F2, cf. [19] p.325). Hence, consid-
ering all possible changes of variables of the Weierstrass equation, we know
that α1 is even and α3 is odd. This implies that the minimal discriminant
∆E = ∆E(a1, . . . , a6) satisfies ∆E ≡ 5 (mod 8).

On the other hand, suppose that l is a bad reduction prime for E. Since
Tam(E) is odd, cl = [E(Ql) : E0(Ql)] is also odd, and the table by Néron
and Kodaira tells us that the number of irreducible components of the Néron
model of E over Zl is odd. It follows from Ogg’s formula that

ordl(N) ≡ ordl(∆E) (mod 2).

Hence, the absolute value of ∆E/N is a square. Thus we have

N ≡ 3, 5 (mod 8).

Corollary 2.4.2. Let E ′ be the quadratic twist of E by the Dirichlet char-
acter corresponding to Q(

√
2). If E has supersingular reduction at 2 and

ord2(
L(E,1)

ΩE
) = ord2(Tam(E)) = 0, then we have L(E ′, 1) = 0.

Proof. By proposition 2.4.1, the conductor N of E satisfies N ≡ 3, 5 (mod 8).
Hence, the sign of the functional equation of E ′ is −1. So we have L(E ′, 1) =
0.
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2.4.2 Formal groups

Lemma 2.4.3. Let F be a formal group of height h. Let L/K/Qp are finite
extensions of local fields. Let mK and mL be the maximal ideal of K and L
respectively, let kK and kL be the residue field of K and L respectively, and
let eK, eL and e be the index of ramification of the extension K/Qp, L/Qp

and L/K respectively. Let DL/K = mf
L be the different of the extension L/K.

Let
NL/K : F(mL) → F(mK)

be the norm map.

1. If f ≤ 2e − 2, then NL/K is surjective.

2. Let s be an integer such that s > eL

ph−1
. Put t := [ s+f

e
]. Then

♯(F(mK)/NL/K(F(mL))) ≥ (♯kK)t−1/(♯kL)s−1.

Proof. From [18], trL/K(mi
L) = mj

K with j = [ i+f
e

].
First, we will prove 1. of the lemma.
To prove the surjectivity, it suffices to show that for each j ≥ 1, there

exists i ≥ 1 such that NL/K(F(mi
L)) = mj

K and the induced map

NL/K : F(mi
L) → F(mj

K)/F(mj+1
K )

is surjective.
Put ij := e(j + 1)− f − 1. From the assumption, we have ij ≥ 1 for each

j ≥ 1. We have trL/K(m
ij
L ) = mj

K and trL/K(m
ij+1
L ) = mj+1

K . Thus, the trace
map induces the isomorphism

trL/K : m
ij
L/m

ij+1
L

∼=−→ mj
K/mj+1

K .

The composite of the map

F(m
ij
L )/F(m

ij+1
L ) ∼= m

ij
L/m

ij+1
L

trL/K−−−→ mj
K/mj+1

K
∼= F(mj

K)/F(mj+1
K )

coincides with the map induced from the norm map

NL/K : F(m
ij
L )/F(m

ij+1
L ) → F(mj

K)/F(mj+1
K ).

Thus, we have proved the surjectivity of the norm map.
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Next, we will prove 2. of the lemma. Since s > eL

ph−1
, the formal logarithm

induces the isomorphism

logF : F(ms
L)

∼=−→ ms
L.

We have a commutative diagram below.

NL/K : F(mL) → F(mK)
↓ ª ↓

trL/K : L → K

Here, the vertical arrows are the logarithm map of the formal group logF .
trL/K(ms

L) = mt
K . Since f ≥ e − 1, we have

t = [
s + f

e
] ≥ [

s + e − 1

e
] ≥ s

e
>

eL

e(ph − 1)
=

eK

ph − 1
.

Thus, we have an isomorphism

logF(mt
L)

∼=−→ mt
L.

So, we have NL/K(F(ms
L)) = F(mt

K). Since we have [F(mL) : F(ms
L)] =

(♯kL)s−1 and [F(mK) : F(mt
K)] = (♯kK)t−1, we obtain

♯(F(mK)/NL/K(F(mL))) ≥ (♯kK)t−1/(♯kL)s−1.

A consequence of the above lemma is as follows. For n ≥ 1, put

qn :=


0 (n = 1)

pn−1 − pn−2 + pn−3 − pn−4 + · · · + p − 1 (n ≥ 2, n : even)
pn−1 − pn−2 + pn−3 − pn−4 + · · · + p2 − p (n ≥ 3, n : odd)

if p is an odd prime number and

qn :=
n−1∑
k=0

(−1)k2n−1−k =
1

3
(2n − (−1)n)

if p = 2. Let Q∞/Q be the cyclotomic Zp-extension and Qn its n-th layer.
Let kn be the p-adic completion of Qn. Then for the extension Qn/Qn−1, we
have e = p and f = pn + p − 2 if p is odd and f = 2n + 1 if p = 2. We have
the next lemma.

Lemma 2.4.4. Let E/Q be an elliptic curve which has supersingular reduc-
tion at a prime p. Then we have

ordp(♯(Ê(mkn−1)/Nkn/kn−1(Ê(mkn))) ≥ qn.
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2.4.3 The behavior of the modular elements

We put Gn := Gal(Qn/Q). We denote the map πQn+1/Qn : Q[Gn+1] →
Q[Gn] by πn and the map νQn/Qn−1 : Q[Gn−1] → Q[Gn] by νn. We define
the modular element θQn by the image of θ2n+2 through the restriction map
Q[G2n+2 ] → Q[Gn]. Note that θQ is not θ1 but the image of θ4.

Proposition 2.4.5. Let Q∞/Q be the cyclotomic Z2-extension. Let E be an

elliptic curve defined over Q. Suppose that p = 2, a2 = ±2 and ord2
L(E,1)

ΩE
=

0. Let ψn be a faithful character of the group Gn. Put qn :=
∑n−1

k=0(−1)k2n−1−k =
1
3
(2n − (−1)n) as in the previous subsection. Then we have ord2θQ = 0,

ψ1(θQ1) = 0 and
ordζ2n−1ψn(θQn) = qn

for n ≥ 2.

Proof. First we prove ψ1(θQ1) = 0. We have ψ1(θQ1) = τ(χ8)
L(E,χ8,1)

ΩE
where

χ8 is the Dirichlet character corresponding to Q1 = Q(
√

2). From Corollary
2.4.2, we have L(E,χ8, 1) = 0, so ψ1(θ1) = 0. We put θQ1 = a(1 + γ) for
some a ∈ Z2. We have π0(θQ1) = 2a.

On the other hand, we have

π0(θQ1) = π8/1(θ8)

= π4/1(a2θ4 − ν4/2(θ2))

= π2/1(a2(a2θ2 − ν2/1(θ1)) − 2θ2)

= π2/1((a
2
2 − 2)θ2 − a2ν2/1(θ1))

= (a2
2 − 2)(a2 − 1 − 1)θ1 − a2θ1

= (a3
2 − 2a2

2 − 3a2 + 4)
L(E, 1)

ΩE

= (a2 − 1)(a2
2 − a2 − 4)

L(E, 1)

ΩE

.

So ord2(π0(θQ1)) = 1. Thus we get a ∈ Z×
2 . We also have ord2(θQ) = 0 since

θQ = π4/1(θ4)

= π2/1(a2θ2 − ν2/1(θ1))

= (a2(a2 − 2) − 1)θ1

= (a2
2 − 2a2 − 1)

L(E, 1)

ΩE

.
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Since π1(θQ2) = a2θQ1−ν1(θQ). We have θQ2 = a2θQ1−ν1(θQ)+α(γ2−1) for
some β ∈ Λ2. Since ψ2(γ) = ζ4 and ν1 = (1 + γ), the (ζ4 − 1)-adic orders of
the three terms are 3, 1,≥ 2 respectively. Thus we have ordζ4−1(ψ1(θQ1)) = 1.
Similarly we have ordζ8−1(ψ2(θQ2)) = 3 and ordζ2n+1−1ψn+1(θQn+1) = 2n−1 +
ordζ2n−1ψn−1(θQn−1) for n ≥ 3. By induction, we have ordζ2n−1(ψn(θQn)) =
qn.

Proposition 2.4.5 is an analogue of Proposition 1.2 in Kurihara [10].

Proposition 2.4.6 (Proposition 1.2 in Kurihara [10]). Let p be an odd prime
number, let Q∞/Q be the cyclotomic Zp-extension and let E be an elliptic

curve defined over Q. Assume that E is supersingular at p and ordp
L(E,1)

ΩE
=

0. Let ψn be a faithful character of the group Gn. Then ordpθQ = 0 and

ordζpn−1ψn(θQn) = qn.

2.4.4 The Selmer groups and cohomology groups

In this section, we assume that F is a number field, E/F is an elliptic curve
which has good reduction at all the primes above a prime number p. Let
F∞/F be the cyclotomic Zp-extension of F and let Fn be its n-th layer for
an integer n ≥ 0. Let Γ := Gal(F∞/F ) and Γn := Gal(Fn/F ). We fix a
generator of Γ and denote it by γ. We also denote the image of γ through
the natural map Γ → Γn by γ.

Definition 2.4.7. For an algebraic extension F ′/F , we define the Selmer
group Sel(E/F ′) with respect to E[p∞] by

Sel(E/F ′) := Ker(H1(F ′, E[p∞]) →
∏

v

H1(F ′
v, E[p∞])/(E(F ′

v) ⊗Z Qp/Zp)),

the fine Selmer group Sel0(E/F ′) by

Sel0(E/F ′) := Ker(H1(F ′, E[p∞]) →
∏

v

H1(F ′
v, E[p∞])),

and Sel′(E/F ′) by

Sel′(E/F ′) := Ker(H1(F ′, E[p∞]) →
∏
v -p

H1(F ′
v, E[p∞])).
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We define the Selmer group Sel(E/F ′, TpE) with respect to TpE by

Sel(E/F ′, TpE) := Ker(H1(F ′, TpE) →
∏

v

H1(F ′
v, TpE)/(E(F ′

v)⊗̂Zp)).

Here, v runs through all the prime of F ′.

From the definitions above, we have

Sel0(E/F ′) ⊂ Sel(E/F ′) ⊂ Sel′(E/F ′).

Let S be a finite set of primes of F containing primes above p, bad primes
and infinite primes. For a number field F ′ over F , let OF ′ be the ring of
integers of F ′ and OF ′ [1/S] be the ring of S-integers of F ′. We consider étale
cohomology groups H∗(OF [1/S], A) = H∗(GF ′,S, A) where GF ′,S is the Galois
group of the maximal unramified extension of F ′ outside S.

For a Z-module M , M⊗̂Zp := lim←−M ⊗Z Z/pnZ.

For a group G and G-module, MG denotes the G-invariant part and MG

denotes the G-coinvariant.
In this paper, a commutative diagram means a commutative diagram

with exact rows and columns.

Lemma 2.4.8. For a number field F , the sequence

H1(OF [1/S], TpE) →
⊕
v∈S

H1(Fv, TpE)/(E(Fv)⊗̂Zp)

→ Sel(E/F )∨ → Sel0(E/F )∨ → 0

and the sequence

0 → Sel(E/F ) → H1(OF [1/S], E[p∞]) →
⊕
v∈S

H1(Fv, E[p∞])

E(Fv) ⊗Z Qp/Zp

→ Sel(E/F, TpE)∨ → Sel0(E/F, TpE)∨ → 0

are exact. Here, S is a finite set of primes of F containing bad primes,
primes above p, and infinite primes.
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Proof. We have a commutative diagram

0

²²
0 //

²²

⊕
v∈S(E(Fv) ⊗Z Qp/Zp)

²²

H1(OF [1/S], E[p∞])
a //

²²

⊕
v∈S H1(Fv, E[p∞])

²²

H1(OF [1/S], E[p∞])
b //

²²

⊕
v∈S

H1(Fv,E[p∞])
(E(Fv)⊗ZQp/Zp)

²²
0 0.

From the snake lemma, we have an exact sequence

0 → Kera → Kerb →
⊕
v∈S

(E(Fv) ⊗Z Qp/Zp) → Cokera.

From Cassels-Tate-Poitou duality, we have an exact sequence

H1(OF [1/S], E[p∞]) →
⊕
v∈S

H1(Fv, E[p∞]) → H1(OF [1/S], TpE)∨.

Thus, there is an injection Cokera → H1(OF [1/S], TpE)∨. By the definitions,
we have

Kera = Sel0(E/F )

Kerb = Sel(E/F ).

Thus, we have an exact sequence

0 → Sel0(E/F ) → Sel(E/F ) →
⊕
v∈S

(E(Fv)⊗ZQp/Zp) → H1(OF [1/S], TpE)∨.

Since we have (E(Fv)⊗Z Qp/Zp)
∨ = H1(Fv, TpE)/(E(Fv)⊗̂Zp) for v ∈ S, we

have obtained the dual of the first exact sequence of the lemma.
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Similarly, we have a commutative diagram

0

²²

0

²²

//
⊕

v∈S(E(Fv)⊗̂Zp)

²²
H1(OF [1/S], TpE)

²²

c //
⊕

v∈S H1(Fv, TpE)

²²

H1(OF [1/S], TpE)

²²

d //
⊕

v∈S H1(Fv, TpE)/(E(Fv)⊗̂Zp)

²²
0 0

By the snake lemma, we have an exact sequence

0 → Kerc → Kerd →
⊕
v∈S

(E(Fv)⊗̂Zp) → Cokerc

By the similar arguments using Cassels-Tate-Poitou duality as above, we
have an exact sequence

H1(OF [1/S], E[p∞]) →
⊕
v∈S

H1(Fv, E[p∞])/E(Fv) ⊗Z Qp/Zp

→ Sel(E/F, TpE)∨ → Sel0(E/F, TpE)∨ → 0.

Since the kernel of the first map is Sel(E/F ), we have obtained the second
exact sequence.

The next proposition is control theorems for the Selmer groups.

Proposition 2.4.9. We assume that E(Fv)[p] = 0 for any prime v of F
above p and p - Tam(E), then we have isomorphisms

Sel0(E/F ) ∼= Sel0(E/F∞)Γ

Sel′(E/F ) ∼= Sel′(E/F∞)Γ.
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Proof. The proof is based on the arguments in Greenberg’s article [5] about
Mazur’s control theorem. The assumption E(Fv)[p] = 0 for all v | p implies
that Sel0(E/F ) → Sel0(E/F∞)Γ is injective. The assumption p - Tam(E)
implies that the cokernel is 0. Thus, it is an isomorphism. We can show
Sel′(E/F ) ∼= Sel′(E/F∞)Γ similarly.

We define

H1(OF∞ [1/S], TpE) := lim←−H1(OFn [1/S], TpE).

Proposition 2.4.10. We assume that E(Fv)[p] = 0 for any prime v of F
above p, p - Tam(E) and Sel0(E/F ) = 0. Then, the natural map

H1(OF∞ [1/S], TpE)Γn → H1(OFn [1/S], TpE)

is surjective for all n ≥ 0.

Proof. It suffices to show the proposition under the assumption that n =
0. From proposition 2.4.9, we have Sel0(E/F ) = Sel0(E/F∞) = 0. From
Cassels-Tate-Poitou duality, we have an exact sequence

0 → H2(OF [1/S], TpE) →
⊕
v∈S

H2(Fv, TpE) → H0(OF [1/S], E[p∞])∨ → 0.

Here, the injectivity of the first right arrow follows from Sel0(E/F ) = 0.
Since the second term is finite, H2(OF [1/S], TpE) is finite. Hence,

H2(OF [1/S], E[p∞]) = 0.

Applying Cassels-Tate-Poitou duality again, we have an exact sequence

0

²²

0

²²
H1(OF [1/S], E[p∞]) //

²²

H1(OF∞ [1/S], E[p∞])Γ

²²⊕
v∈S H1(Fv, E[p∞]) //

²²

(
⊕

v∈S∞
H1((F∞)v, E[p∞]))Γ

²²
H1(OF [1/S], TpE)∨ //

²²

(H1(OF∞ [1/S], TpE)∨)Γ

0
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Here, the injectivity of the left vertical sequence follows from Sel0(E/F ) = 0
and the surjectivity follows from H2(OF [1/S], E[p∞]) = 0.

The top right arrow is an isomorphism from the inflation-restriction se-
quence. The center right arrow is injective by the same argument of the proof
of the control theorem for Sel0(E/F ). The bottom right arrow is injective.
Taking dual, we have proved the proposition.

2.4.5 The Selmer groups and the zeta elements

Let Q∞/Q be the cyclotomic Zp-extension of Q. Put k := Qp and kn be the
p-adic completion of Qn for n ≥ 0. Let E/Q be an elliptic curve. We assume

that E has supersingular reduction at p and ordp
L(E,1)

ΩE
= ordpTam(E) = 0.

If GQ → Aut(E[p]) is surjective, then we have

z := (zQn) ∈ lim←−H1(OQn [1/S], TpE).

Namely, the system of the zeta elements is an integral Euler system. In
the case of Theorem 2.1.1, the system is an integral system. We define
Λn := Zp[Gn] and Λ := Zp[[Γ]] = lim←−Λn.

Proposition 2.4.11. We have

Sel(E/Q) = 0.

Proof. This follows from the arguments of Euler system in §14 of Kato [7].

Lemma 2.4.12. For n ≥ 0, we have

Sel0(E/Qn) = 0.

Proof. From Proposition 2.4.11, we have Sel0(E/Q) = 0. From the control
theorem, we have Sel0(E/Q∞) = 0. Applying the control theorem again, we
have Sel0(E/Qn) for n ≥ 0.

Proposition 2.4.13. The cohomology group H1(OQ∞ [1/S], TpE) is a free
Λ-module of rank 1.

Proof. This follows from the arguments in §13 of Kato [7].

Lemma 2.4.14. We have

H1(OQ∞ [1/S], TpE)Γn
∼= H1(OQn [1/S], TpE).

Hence H1(OQn [1/S], TpE) is a free Λn-module of rank 1.
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Proof. From proposition 2.4.10, there is a surjective map

H1(OQ∞ [1/S], TpE)Γn → H1(OQn [1/S], TpE). (2.1)

Since H1(OQ∞ [1/S], TpE)Γn
∼= Λ, the left hand side of the equation 2.1 is

isomorphic to ΛΓn
∼= Λn. Hence, the kernel of the map is trivial and the

equation 2.1 is actually an isomorphism.

Lemma 2.4.15. The cohomology group H1(Z[1/S], TpE) is a free Zp-module
of rank 1 generated by zQ.

Proof. The dual exponential map induces an isomorphism

exp∗ : H1(Qp, TpE)/(E(Qp)⊗̂Zp) → p−1ZpωE.

From Lemma 2.4.14, H1(Z[1/S], TpE) is a free Zp-module of rank 1. Since
we have

exp∗(zQ) = (1 − ap

p
+

1

p
)ωE,

the image of zQ in H1(Qp, TpE) generates H1(Qp, TpE)/(E(Qp)⊗̂Zp). Hence
zQ generates H1(Z[1/S], TpE).

Lemma 2.4.16. We have

H1(OQn [1/S], TpE) = 〈zQn〉Λn .

Proof. From Proposition 2.4.14, Lemma 2.4.15 and Nakayama’s lemma, z
generates H1(OQ∞ [1/S], TpE). Again by the isomorphism in Lemma 2.4.14

H1(OQ∞ [1/S], TpE)Γn
∼= H1(OQn [1/S], TpE),

zQn generates H1(OQn)[1/S], TpE).

Proposition 2.4.17. We have

Sel(E/Qn)∨ ∼= H1(kn, TpE)/(E(kn)⊗̂Zp + 〈zQn〉Λn).

Proof. Since Sel0(E/Q) = 0 and there is only one prime of Qn above p, we
have an exact sequence

H1(OQn [1/S], TpE) → H1(kn, TpE)/(E(kn)⊗̂Zp) → Sel(E/Qn)∨ → 0

by Lemma 2.4.8. Since the module H1(OQn [1/S], TpE) is generated by zQn

by Lemma 2.4.16, we have proved the proposition.
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Theorem 2.4.18. The dual of the Selmer group Sel(E/Q∞)∨ is a free Λ-
module of rank 1.

Proof. Since we know that Λ-rank of Sel(E/Q∞)∨ is ≥ 1 (see Theorem 2.6
in Coates-Sujatha [3]), we only have to show that Sel(E/Q∞)∨ is generated
by one element. By the definition of the Selmer groups, we have an exact
sequence

0 → Sel(E/Q) → Sel′(E/Q) → H1(Qp, E[p∞])/E(Qp) ⊗Z Qp/Zp.

Since we have Sel(E/Q) = 0 and the dual of the last term is isomorphic to
Zp, Sel′(E/Q)∨ is generated by one element. From the control theorem and
Nakayama’s lemma, Sel′(E/Q∞) is generated by one element as a Λ-module.
We have another exact sequence

0 → Sel(E/Q∞) → Sel′(E/Q∞) → H1(k∞, E[p∞])/E(k∞) ⊗Z Qp/Zp.

Since E has supersingular reduction at p, the last term is 0. Hence, Sel(E/Q∞)∨

is generated by one element. Thus we have proved the theorem.

Lemma 2.4.19. The dual of the Selmer group Sel(E/Qn)∨ is a cyclic Λn-
module.

Proof. Since the restriction map

Sel(E/Qn) → Sel(E/Q∞)

is injective, the map

Sel(E/Q∞)∨ → Sel(E/Qn)∨

is surjective. From the above theorem, Sel(E/Q∞)∨ is a cyclic Λ-module. So
Sel(E/Qn)∨ is a cyclic Λn-module.

2.4.6 The Selmer groups and the modular elements

Proposition 2.4.20. Sel(E/Qn)∨ is annihilated by θQn and νn(θQn−1).

Proof. From Proposition 2.4.17, we have

Sel(E/Qn)∨ ∼= H1(kn, TpE)/(E(kn)⊗̂Zp + 〈zQn〉Λn).
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From the properties of the map P̂n in §3.6, the map

H1(kn, TpE)/(E(kn)⊗̂Zp + 〈zQn〉Λn) → Λn ⊕ Λn/〈(θQn , νn(θQn−1))〉Λn

is injective. So, it suffices to show that ImP̂n/〈(θQn , νn(θQn−1))〉Λn is an-
nihilated by θQn and νn(θQn−1). We denote NrQn/Qn−1 by Nrn. Let w ∈
H1(kn, TpE), we have

θQnP̂n(w) = θQn(PQn(w), νn(PQn−1(Nrn(w))))

= (θQnPQn(w), θQnνn(PQn−1(Nrn(w)))

= (θQnPQn(w), νn(θQn−1)PQn(w))

= PQn(w)(θQn , νn(θQn−1)) ∈ 〈(θQn , νn(θQn−1))〉Λn .

In the third line, we used the Lemma 3.6.6 in §3.6. Thus, it is annihilated by
θQn . Similarly, νn(θQn−1) annihilates it. Thus we have proved the proposition.

For n ≥ 1, put In := (θQn , νn(θQn−1)). From now on, we assume that
a2 = ±2 if p = 2. Put Rn := Ker(Λn/In → Λ1/I1). Thus, the sequence

0 → Rn → Λn/In → Λ1/I1 → 0

is exact.
The numbers (qi)i≥1 in Lemma 2.4.4 often appear in the following argu-

ments. Note that q1 = 0 if p is odd and q1 = 1 if p = 2.

Lemma 2.4.21. We have Λ1/I1
∼= (Zp)

q1.

Proof. Since the sequence

Zp/(θQ)
ν1−→ Λ1/I1

ψ1−→ Zp/(ψ1(θQ1)) → 0

is exact and θQ is a p-adic unit, it suffices to show that

Zp/(ψ1(θQ1))
∼= (Zp)

q1 .

Since ψ1(θQ1) is a p-adic unit if p is odd and ψ1(θQ1) = 0 if p = 2, we have
proved the lemma.

Lemma 2.4.22. We have rankZpSel(E/F, TpE) ≤ corankZpSel(E/F ).
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Proof. This follows from the exact sequence

Sel(E/F, TpE) → Sel(E/F, VpE) → Sel(E/F ).

Lemma 2.4.23. We have

Sel(E/Q1)
∨ ∼= Λ1/I1

and
Sel(E/Q1, TpE) ∼= (Zp)

q1 .

Proof. We first prove that Sel(E/Q1)
∨ ∼= Λ1/I1. Since the map

Λ1/I1 → Sel(E/Q1)
∨

is surjective, it suffices to show the injectivity. From Lemma 2.4.21, we have
Λ1/I1 = 0 for odd p. Hence the isomorphism holds as 0 ∼= 0. We assume that
p = 2. Since Λ1/I1

∼= Z2, Sel(E/Q1)
∨ is a cyclic Z2-module. We will prove

rankZ2Sel(E/Q1)
∨ > 0. Since ψ1(θQ1) = 0 implies that L(E,ψ1, 1) = 0, we

have exp∗((γ − 1)zQ1) = 0. Thus we have (γ − 1)zQ1 ∈ Sel(E/Q1, T2E).
Since H1(Q1, T2E) is a free Λ1-module generated by zQ1 , we have

rankZ2Sel(E/Q1, T2E) > 0.

From Lemma 2.4.22, we have corankZ2Sel(E/Q1) > 0. Thus we have

Sel(E/Q1)
∨ ∼= Λ1/I1.

We prove the second isomorphism. Since E(Q1)[p] = 0, Sel(E/Q1, TpE)[p] =
0. Since we have

rankZpSel(E/Q1, TpE) ≤ corankZpSel(E/Q1) = q1,

the isomorphism holds as 0 ∼= 0 if p is odd. If p = 2, we have seen that

rankZ2Sel(E/Q1, T2E) > 0,

so rankZ2Sel(E/Q1, T2E) = 1. We have proved the isomorphism.
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We put

rn :=
n∑

i=1

(qi − q1).

Namely, rn =
∑n

i=1 qi if p is odd and rn =
∑n

i=0(qi − 1) if p = 2.

Lemma 2.4.24. 1. Rn = (Λn/In)tors and ord2(♯Rn) ≤ rn.

2. ord2(♯(Sel(E/Qn)∨)tors) ≥ rn.

Proof of 1. of Theorem 2.1.1. Assuming this, we will prove the main the-
orem. Since Sel(E/Qn)∨ is a cyclic Λn-module, there exists a surjective
homomorphism f : Λn/In → Sel(E/Qn)∨.

We proved the isomorphism in the case n = 1 in Lemma 2.4.23, we treat
the case when n ≥ 2. The diagram

0 // Rn

f ′

²²

// Λn/In

f
²²

// Λ1/I1

≅
²²

// 0

0 // Kerα // Sel(E/Qn)∨ α // Sel(E/Q1)
∨ // 0

is commutative. From the snake lemma, the homomorphism f ′ is also sur-
jective. So Kerα is finite, we have Kerα = (Sel(E/Qn)∨)tors and from the
above lemma, f ′ is bijective. So f is also bijective.

Lemma 2.4.25. We have dimFp Fp ⊗Zp Λn/In = qn.

Proof. We have
Λn

∼= Λ/((1 + T )pn − 1).

Let t1(T ) = u1(T )pµ1d1(T ) and t2(T ) := u2(T )pµ2d2(T ) be the power series
corresponding to θQn and νn(θQn−1) respectively. Here, u1(T ), u2(T ) ∈ Λ×

and d1(T ), d2(T ) are distinguished polynomials. Since ψn(θQn) = t1(ζpn − 1)
and comparing the orders, the degree of µ1 = 0 and the degree of d1(T ) is
qn. We have

Fp ⊗Zp Λn/In

∼= Λ/(t1(T ), t2(T ), (1 + T )pn − 1, p)

= Λ/(T qn , p).

Since the dimension of the last space is qn. We have proved the lemma.
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Proof of 1. of Lemma 2.4.24. By the definitions, R1 = 0 and r1 = 0, thus
ordp(♯R1) = r1. We have a commutative diagram

0

²²
0 // Rn−1

//

βn

²²

Λn−1/In−1
//

νn

²²

Λ1/I1
//

×p

²²

0

0 // Rn
//

²²

Λn/In
//

ψn

²²

Λ1/I1
//

²²

0

0 // Cokerβn
//

²²

Oψn/(ψn(θQn)) //

²²

(Z/pZ)q1 //

²²

0

0 0 0 .

(2.2)

Here, the injectivity of the first right arrow of the third line is deduced from
the snake lemma. Thus we have

ordp(♯Rn)

≤ ordp(♯Rn−1) + ordp(♯Cokerβn)

= rn−1 + ordp(Oψn/(ψn(θQn))) − ordp(♯Z/pZ)q1

= rn−1 + qn − q1

= rn.

Proposition 2.4.26. We have R1 = 0 and

Rn
∼= (Z/pn−1Z)q2−q1 ⊕ (Z/pn−2Z)q3−q2 ⊕ · · · ⊕ (Z/pZ)qn−qn−1

for n ≥ 2.

Proof. First we show Fp ⊗Zp Rn. Since the last term of the middle sequence
of the diagram (2.2) is a free Zp-module, the sequence is split. Thus tensoring
Fp preserves the exactness. Since p-rank of Rn and Cokerβn in the diagram
(2.2) are both qn − q1 from Proposition 2.4.5 and Proposition 2.4.6, we have
proved the proposition.
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As a corollary of the above proposition, we have 2. of Theorem 2.1.1 if
p = 2 and Theorem 7.4 in Kurihara [10] if p is odd.

Corollary 2.4.27 (2. of Theorem 2.1.1, Theorem 7.4 in Kurihara [10]). For
n ≥ 1, we have

Sel(E/Qn) ∼= (Qp/Zp)
q1⊕(Z/pn−1Z)q2−q1⊕(Z/pn−2Z)q3−q2⊕· · ·⊕(Z/pZ)qn−qn−1 .

Lemma 2.4.28. For n ≥ 1, we have rankZpΛn/In = q1.

Proof. This follows from the finiteness of Rn.

We put Gn/n−1 := Gal(Qn/Qn−1).

Lemma 2.4.29. We have an isomorphism

Sel(E/Q1, TpE) ∼= Sel(E/Qn, TpE)

through the restriction map for n ≥ 1.

Proof. Since E(Qn)[p] = 0, Sel(E/Qn, TpE) is a torsion-free module. From
the above lemma, we have

q1 = rankZpΛn/In ≥ corankZpSel(E/Qn) ≥ rankZpSel(E/Qn, TpE) ≥ q1.

Thus Sel(E/Qn, TpE) is a free Zp-module of rank q1. From the inflation-
restriction sequence, the restriction map

Sel(E/Qn−1, TpE) → Sel(E/Qn, TpE)Gn/n−1

induces an isomorphism. Since Sel(E/Qn, TpE) has no torsion points, we
have Sel(E/Qn, TpE)Gn/n−1 = Sel(E/Qn, TpE). Thus we have proved the
lemma.

Lemma 2.4.30. For n ≥ 0, we have

Sel0(E/Qn, TpE) = 0.

Proof. This follows immediately from Sel0(E/Qn) = 0.
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We will prove 2. of Lemma 2.4.24.
By Proposition 2.4.5, we have ordζ2n−1

ψn(θQn) = qn. Let Sn be the set
of primes of Qn above S. By Lemma 2.4.8 and Lemma 2.4.30, we have an
exact sequence

0 → Sel(E/Qn) → H1(OQn [1/Sn], E[p∞]) →
⊕
v∈Sn

H1((Qn)v, E[p∞])

E((Qn)v) ⊗Z Qp/Zp

→ Sel(E/Qn, TpE)∨ → 0.

Put

Cn := Im
(
H1(OQn [1/Sn], E[p∞]) →

⊕
v∈Sn

H1((Qn)v, E[p∞])

E((Qn)v) ⊗Z Qp/Zp

)
= Ker

( ⊕
v∈Sn

H1((Qn)v, E[p∞])

E((Qn)v) ⊗Z Qp/Zp

→ Sel(E/Qn, TpE)∨
)
.

Put Gn/n−1 = Gal(Qn/Qn−1). Then we have two commutative diagrams

0 // Sel(E/Qn−1) //

²²

H1(OQn−1 [1/Sn−1], E[p∞]) //

²²

Cn−1
//

²²

0

0 // Sel(E/Qn)Gn/n−1 // H1(OQn [1/Sn], E[p∞])Gn/n−1 // C
Gn/n−1
n

and

0 // Cn−1
//

²²

⊕
v∈Sn−1

H1((Qn−1)v, E[p∞])

E((Qn−1)v) ⊗Z Qp/Zp

//

²²

Sel(E/Qn−1, TpE)∨ //

²²

0

0 // Cn
//
⊕
v∈Sn

H1((Qn)v, E[p∞])

E((Qn)v) ⊗Z Qp/Zp

// Sel(E/Qn, TpE)∨ // 0.

From the inflation-restriction sequence, the center vertical arrow of the
first diagram H1(OQn−1 [1/Sn−1], E[p∞]) → H1(OQn [1/Sn], E[p∞])Gn/n−1 is an
isomorphism. Thus we have

Coker(Sel(E/Qn−1) → Sel(E/Qn)Gn/n−1) = Ker(Cn−1 → C
Gn/n−1
n )
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from the snake lemma. So, we consider the order of Ker(Cn−1 → Cn). We
have

ordp(♯Ker(Cn−1 → Cn))

≥ ordp(♯Ker
( ⊕

v∈Sn−1

H1((Qn−1)v, E[p∞])

E((Qn−1)v) ⊗Z Qp/Zp

→
⊕
v∈Sn

H1((Qn)v, E[p∞])

E((Qn)v) ⊗Z Qp/Zp

)
)

− ordp(♯Ker(Sel(E/Qn−1, TpE)∨ → Sel(E/Qn, TpE)∨)).

Since

ordp(♯Ker
( ⊕

v∈Sn−1

H1((Qn−1)v, E[p∞])

E((Qn−1)v) ⊗Z Qp/Zp

→
⊕
v∈Sn

H1((Qn)v, E[p∞])

E((Qn)v) ⊗Z Qp/Zp

)
)

≥ ordp(♯Ker
(

H1(kn−1, E[p∞])

E(kn−1) ⊗Z Qp/Zp

→ H1(kn, E[p∞])

E(kn) ⊗Z Qp/Zp

)
)

= ordp(♯Coker(Nkn/kn−1 : Ê(mkn) → Ê(mkn−1))
∨)

= qn

from Lemma 2.4.4 and

♯Ker(Sel(E/Qn−1, TpE)∨ → Sel(E/Qn, TpE)∨)

= ♯Coker(Sel(E/Qn, TpE) → Sel(E/Qn−1, TpE))
∼= ♯(Z/pZ)q1

from Lemma 2.4.29, we have

ordp(♯Coker(Sel(E/Qn−1) → Sel(E/Qn)Gn/n−1)) ≥ qn − q1.

We have a commutative diagram

0 // (Sel(E/Qn)∨)tors
//

h1

²²

Sel(E/Qn)∨ //

h2

²²

Sel(E/Q1)
∨ // 0

0 // (Sel(E/Qn−1)
∨)tors

// Sel(E/Qn−1)
∨ // Sel(E/Q1)

∨ // 0.

Here, h2 is surjective. So h1 is also surjective and we have

Kerh1 = Kerh2.
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Thus we have

ordp(♯(Sel(E/Qn)∨)tors)

= ordp(♯(Sel(E/Qn−1)
∨)tors) + ordp(♯Kerh1)

= rn−1 + ordp(♯Kerh2)

= rn−1 + ordp♯Coker(Sel(E/Qn−1) → Sel(E/Qn))

≥ rn−1 + ordp♯Coker(Sel(E/Qn−1) → Sel(E/Qn)Gn/n−1)

≥ rn−1 + qn − q1

= rn.

Thus, we have proved the lemma.
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Chapter 3

A homomorphism concerning
the zeta elements and the
modular elements

3.1 Theorems

We give a homomorphism which concerns about Euler systems for an elliptic
curve. We will construct a homomorphism

PN : H1(Qp ⊗Q Q(µN), VpE) → Qp[GN ]

for each N ≥ 1 and a good prime p. We will prove the theorems below.

Theorem 3.1.1 (Theorem 3.4.1). If (wM)M ∈
∏

M |N H1(Qp⊗QQ(µM), VpE)

is an Euler system, then (PM(wM))M ∈
∏

M |N Qp[GM ] is an admissible sys-
tem.

Theorem 3.1.2 (Theorem 3.4.3). Let zN ∈ H1(Qp ⊗Q Q(µN), VpE) be the
zeta element, and let θN ∈ Qp[GN ] be the modular element, then we have

PN(zN) = θN .

Theorem 3.1.3 (Theorem 3.5.1). If p divides N , Ẽ(Fp(µN))[p] = 0 and an
Euler system (wM)M is integral, namely

(wM)M ∈
∏
M |N

H1(Qp ⊗Q Q(µM), TpE),
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then the admissible system (PM(wM))M is integral, namely

(PM(wM))M ∈
∏
M |N

Zp[GM ].

Here Ẽ is the reduction of the elliptic curve E mod p.

3.2 Group rings

Let E/Q be an elliptic curve defined over the rational field. For a prime
number l, we call l a good prime if E has good reduction at l, and call l a
bad prime if E has bad reduction at l.

Here we introduce group rings of cyclic groups because they are important
to define the homomorphism. For each integer N ≥ 1, let CN be the abstract
cyclic group of order N with generator ξN . If M divides N , we regard
CM ⊂ CN and ξM = ξ

N/M
N . Choose a N -th root of unity ζN ∈ Q for each N

satisfying ζM = ζ
N/M
N if M divides N .

Define the ring homomorphism

υN : Q[CN ] → Q(µN)

by ξN 7→ ζN .
If L and M are two natural numbers satisfying (L,M) = 1, we identify

Q[CLM ] with Q[CL][CM ] by ξM
LM = ξL and ξL

LM = ξM , and define

υL,M : Q[CLM ] → Q(µL)[CM ]

by ξL 7→ ζL and ξM 7→ ξM . The homomorphism υL,M is often denoted by υL.
For an integer a which is coprime to L, we define

σ̂a : Q(µL)[CM ] → Q(µL)[CM ]

by ζL 7→ ζa
L and ξM 7→ ξa

M .
If a is coprime to LM , then it is easy to show the diagram

Q(µL)[CM ]
σ̂a−→ Q(µL)[CM ]

υM ↓ ª υM ↓
Q(µLM)

σa−→ Q(µLM)
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is commutative. Here, σa ∈ Gal(Q(µLM)/Q) is the unique element satisfying
σa(ζLM) = ζa

LM .
If L′, L,M ≥ 1 are integers which satisfy L | L′ and (L′, M) = 1, then it

is easy to show that the diagram

Q(µL′)[CM ]
trL′/L−−−−→ Q(µL)[CM ]

υM ↓ ª υM ↓

Q(µL′M)
trL′M/LM−−−−−−→ Q(µLM)

is commutative. Here, trL′/L in the upper row only acts on the coefficients.
It is easy to see that the trace maps trL′/L and trL′M/LM commute with σ̂a

for each integer a coprime to L′. In this paper, the trace map trQ(µN )/Q(µM )

for the extension of cyclotomic fields Q(µN)/Q(µM) is simply denoted by
trN/M .

Lemma 3.2.1. Let l be a prime number, then each eigenvalue of σ̂l : Q[CN ] →
Q[CN ] is either a root of unity or 0.

Proof. Write N = lnM with l - M and let r be the order of l mod M in
the multiplicative group (Z/MZ)×. Then we have σ̂n

l = σ̂n+r
l . Let ρ be an

eigenvalue of σ̂l, then we have ρn = ρn+r, which implies that if ρ ̸= 0, then ρ
is an r-th root of unity.

Definition 3.2.2. For a prime number l, we define the number ϵl by

ϵl :=

{
1 (l : good)
0 (l : bad) ,

and we define the polynomial Fl(T ) ∈ Q[T ] by

Fl(T ) := 1 − al

l
T +

ϵl

l
T 2 .

Here, al is the l-th coefficient of the normalized cusp form
∑∞

n=1 anq
n

which corresponds to the elliptic curve E.

Proposition 3.2.3. The inverse Fl(σ̂l)
−1 exists in EndQ(Q[CN ]). If l - N ,

then Fl(σl)
−1 exists in EndQ(Q(µN)).

40



Proof. Since Fl(σ̂l) is a Q-linear map, it is enough to show that the map is
injective.

If l is a bad prime, then we have Fl(σ̂l) = 1 − al

l
σ̂l. If there exists non-

zero x ∈ Q[CN ] which satisfy (1− al

l
σ̂l)x = 0, then 1 is an eigenvalue of al

l
σ̂l,

but because of |al| ≤ 1 and the previous lemma, the absolute value of an
eigenvalue of al

l
σ̂l is ≤ 1

l
. Hence 1 − al

l
σ̂l is injective.

If l is a good prime, then we have Fl(σ̂l) = 1 − al

l
σ̂l + 1

l
σ̂2

l . Let α, β ∈ C
be the two roots of T 2 − alT + l = 0. Then we have 1 − al

l
σ̂l + 1

l
σ̂2

l =

(1 − α
l
σ̂l)(1 − β

l
σ̂l). So by the similar argument as above, if the map is not

injective, then α
l
σ̂l or β

l
σ̂l has eigenvalue 1. But since we have |α| = |β| =

√
l,

this does not hold.
The latter is proved similarly.

For a global or a local field K, we denote the absolute Galois group
Gal(K/K) by GK and for a GK-module B, we denote the cohomology group
H1(GK , B) by H1(K,B). Let F be an extension of Q. For a GF -module B,
we denote

∏
v|p H1(Fv, B) by H1(Qp ⊗Q F,B). Here v runs through all the

primes of F above p and Fv is the v-adic completion of F .
For an extension of p-adic fields K ′/K and GK-module B, we denote the

corestriction map H1(GK′ , B) → H1(GK , B) by

NrK′/K : H1(K ′, B) → H1(K,B).

For an extension of global fields F ′/F and GF -module B, we denote the
product of norm maps∏

v|p

∑
w|v

NrF ′
w/Fv :

∏
w|p

H1(F ′
w, B) =

∏
v|p

∏
w|v

H1(F ′
w, B) →

∏
v|p

H1(Fv, B)

by
NrF ′/F : H1(Qp ⊗Q F ′, B) → H1(Qp ⊗Q F,B).

Here, v runs through all the primes of F above p and w runs through all the
primes of F ′ above v. For the extension of cyclotomic fields Q(µN)/Q(µM)
with M | N , the map NrQ(µN )/Q(µM ) is simply denoted by NrN/M .

3.3 Definition of the map

For the rest of the paper, we assume that p is a good prime. Let E be an
elliptic curve over Zp whose generic fiber is E. We denote its special fiber
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by E0. Let D := H1
cris(E0/Zp) be the crystalline cohomology, then D is a

free Zp-module of rank 2, and Frobenius automorphism Φ acts on D. Define
D := D ⊗Zp Qp. We regard Néron differential ω = ωE as an element of D.
Write ϕ := Φ

p
, then ϕ−2 − apϕ

−1 + p = 0. The cup product defines a non-

degenerate alternating pairing [ , ] : D × D → Qp such that [ϕ(ω), ω] ̸= 0.
We write D0 := Qpω ⊂ D. Let ω∗ ∈ D/D0 be the unique element satisfying
[ω∗, ω] = 1. For an extension K/Qp, we can naturally extend the pairing [, ]
to [, ] : D ⊗Qp K × D ⊗Qp K → K and for a number field F we can define
the pairing [, ] : D ⊗Q F × D ⊗Q F → Qp ⊗Q F .

We introduce the dual exponential map, which was first defined by Bloch
and Kato in [2]. The definition below is different from that in [2] but they
coincide.

Let K be a finite extension of Qp, OK its ring of integers and mK its
maximal ideal. Let TpE be the Tate module of E, i.e.

TpE := lim←−E[pn]

and VpE := TpE ⊗Zp Qp. Let Ê be the formal group of the elliptic curve

E. Let expÊ be the exponential map of the formal group Ê. Then if r ∈ N

is large enough, we can define Zp-linear map expÊ,K : mr
K → Ê(mr

K). We
consider the composite of the map

mr
K → Ê(mr

K) → Ê(mK) → E(K)⊗̂Zp → H1(K,TpE)

and it is denoted by expE,mK
: mr

K → H1(K,TpE). Here, the first arrow
is expÊ, the second arrow is the natural inclusion, the third arrow is the

composite of the natural inclusion Ê(mK) → E(K) and the induced map
from E(K) → E(K) ⊗Z Z/pnZ, where

E(K)⊗̂Zp := lim←−E(K) ⊗Z Z/pnZ,

and the last arrow is the Kummer map.
By tensoring Qp, we can define the map

expE,K : K → H1(K,VpE)

and define the map

expK : D/D0 ⊗Qp K → H1(K,VpE)
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by ω∗ ⊗ x 7→ expÊ,K(x).
The diagram below is commutative

Ê(mK) → H1(K,TpE)
↓ log ↓

D/D0 ⊗Qp K
expK−−−→ H1(K,VpE) .

Here, log : Ê(mK) → D/D0 ⊗Qp K is defined by x 7→ ω∗ ⊗ logÊ(x), where

logÊ : Ê(mK) → K is the formal logarithm map of the formal group Ê.
The dual exponential map exp∗

K : H1(K,VpE) → D0 ⊗Qp K is a map
which makes the following diagram commutative

H1(K,VpE) × H1(K,VpE) → Qp

↑ expK ↓ exp∗
K ∥

D/D0 ⊗Qp K × D0 ⊗Qp K → Qp .

Here, the upper right arrow is the composite of the cup product and the
corestriction map

H1(K,VpE) × H1(K,VpE)
∪−→ H2(K,Vpµp∞)

Cor−−−→ H2(Qp, Vpµp∞) ∼= Qp

and the lower right arrow is the composite

D/D0 ⊗Qp K × D0 ⊗Qp K
[ , ]−→ K

trK/Qp−−−−→ Qp.

For a number field F with [F : Q] < ∞, we define expF : D/D0 ⊗Q F →
H1(Qp ⊗Q F, VpE) to be the composite of the isomorphism

D/D0 ⊗Q F ∼= D/D0 ⊗Qp (Qp ⊗Q F )

∼= D/D0 ⊗Qp (
∏
v|p

Fv)

∼=
∏
v|p

(D/D0 ⊗Qp Fv)

and∏
v|p

expFv
:
∏
v|p

(D/D0 ⊗Qp Fv) →
∏
v|p

H1(Fv, VpE) = H1(Qp ⊗Q F, VpE).
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We define exp∗
F : H1(Qp ⊗Q F, VpE) → D0 ⊗Q F similarly.

The diagram below is commutative

H1(Qp ⊗Q F, VpE) × H1(Qp ⊗Q F, VpE)
[ , ]F−−→ Qp

expF ↑ exp∗
F ↓ ∥

D/D0 ⊗Q F × D0 ⊗Q F
trF/Q[ , ]
−−−−−→ Qp .

Here, [ , ]F :=
∑

v|p[ , ]Fv , and trF/Q[ , ] is the composite of

D/D0 ⊗Q F × D0 ⊗Q F
[ , ]−→ Qp ⊗Q F

trF/Q−−−→ Qp ⊗Q Q ∼= Qp.

For F = Q(µN) with a positive integer N , we denote expQ(µN ) by expN ,
exp∗

Q(µN ) by exp∗
N and [ , ]Q(µN ) by [ , ]N . For an abelian field F , we define

GF := Gal(F/Q) and for N ≥ 1, GN := Gal(Q(µN)/Q) ∼= (Z/NZ)×.

Definition 3.3.1. For each x ∈ D/D0 ⊗Q F and z ∈ H1(Qp ⊗Q F, VpE), we
define

PF (x, z) :=
∑

σ∈GF
trF/Q[σ(x), exp∗

F (z)]σ
=

∑
σ,τ∈GF

[σ(x), τ(exp∗
F (z))]στ−1 ∈ Qp[GF ].

For N ≥ 1, we denote PQ(µN )(x, z) by PN(x, z).

Remark 3.3.2. PN(x, z) is an analogue of the pairing Pn(x, z) in Kurihara
[10] §3.

Define the ring endomorphism ∗ : Qp[GF ] → Qp[GF ] by (
∑

σ∈GF
aσσ)∗ :=∑

σ∈GF
aσσ

−1.

Lemma 3.3.3. For an element A ∈ Qp[GF ], we have

PF (Ax, z) = A∗PF (x, z)

PF (x,Az) = APF (x, z).

In particular, if A−1 exists in Qp[GN ], then we have

PF (A−1x,A∗z) = PF (x, z).
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Proof. To prove the first half of the lemma, it suffices to show it in the case
when A = ρ ∈ GN . From the definition, we obtain

PF (ρ(x), z)

=
∑

σ,τ∈GN

[σρ(x), τ(exp∗
N(z))]στ−1

= ρ−1
∑

σ,τ∈GN

[(σρ)(x), τ(exp∗
N(z))](σρ)τ−1

= ρ−1
∑

σ,τ∈GN

[σ(x), τ(exp∗
N(z))]στ−1

= ρ−1PF (x, z)

= ρ∗PF (x, z).

Thus we have proved PF (ρ(x), z) = ρ∗PF (x, z). We can prove PF (x, ρ(z)) =
ρPF (x, z) similarly. The latter is obtained from the former immediately.

Definition 3.3.4. Let F be an abelian field of conductor N . We define x′
N

and xN by

x′
N := υN((

∏
l|N

Fl(σ̂l)
−1)ξN) ∈ Q(µN)

xN := x′
Nω∗ ∈ D/D0 ⊗Q Q(µN),

and define xF ∈ D/D0 ⊗Q F by

xF := trQ(µN )/F (xN).

We define the homomorphism

PF : H1(Qp ⊗Q F, VpE) → Qp[GF ]

by PF (z) := PF (xF , z). Here, Fl(T ) is the polynomial in Definition 3.2.2.
We denote PQ(µN )(z) by PN(z).

Proposition 3.3.5. Assume q is a prime number and N ≥ 1 is an integer.
Then, we have

trqN/N (xqN) =


aqxN − ϵqxN/q (q2 | N)
aqxN − ϵqFq(σq)

−1xN/q (q || N)
(aq − ϵqσq − σ−1

q )Fq(σq)
−1xN (q - N) .
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Before proving the proposition, we prove a lemma.

Lemma 3.3.6. For a prime number l, define the sequence (c
(l)
n )n≥0 in Z[1

l
]

by c
(l)
0 = 0, c

(l)
1 = 1, and for n ≥ 1,

c
(l)
n+1 :=

al

l
c(l)
n − ϵl

l
c
(l)
n−1,

and define the polynomial F̃
(n)
l (T ) ∈ Q[T ] by

F̃
(n)
l (T ) := c

(l)
n+1 −

ϵl

l
c(l)
n T.

Then, we have

Fl(σ̂l)
−1 =

n−1∑
i=0

c
(l)
i+1σ̂

i
l + F̃

(n)
l (σ̂l)Fl(σ̂l)

−1σ̂n
l

as an endomorphism of Q(µL)[CM ] for L,M ≥ 1 with (L,M) = 1 and l - L.
In particular, we have

Fl(σl)
−1 = 1 + (

al

l
− ϵl

l
σ̂l)Fl(σl)

−1σ̂l.

Remark 3.3.7. The sequence (c
(l)
n )n≥0 is a generalization of the sequence

(cn) in section 2.2.1 in Kurihara [10].

Proof. It is enough to show that

n−1∑
i=0

c
(l)
i+1Fl(σ̂l)σ̂

i
l + F̃

(n)
l (σ̂l)σ̂

n
l = 1. (3.1)

We will prove the equation (3.1) by induction.

Since we have F̃
(0)
l (σ̂l) = 1, the equation holds in the case when n = 0.

To prove the rest part of the induction, it is enough to show that

F̃
(n)
l (σ̂l)σ̂

n
l = c

(l)
n+1Fl(σ̂l)σ̂

n
l + F̃

(n+1)
l (σ̂l)σ̂

n+1
l (3.2)

for all n ≥ 0.
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From the definitions of the sequence (c
(l)
n )n≥0 and the polynomials F̃

(n)
l (T )

and Fl(T ), we have

c
(l)
n+1Fl(σ̂l) + F̃

(n+1)
l (σ̂l)σ̂l

= c
(l)
n+1(1 − al

l
σ̂l +

ϵl

l
σ̂2

l ) + (c
(l)
n+2σ̂l −

ϵl

l
c
(l)
n+1σ̂

2
l )

= c
(l)
n+1 + (c

(l)
n+2 −

al

l
c
(l)
n+1)σ̂l

= c
(l)
n+1 −

ϵl

l
c(l)
n σ̂l

= F̃
(n)
l (σ̂l).

Multiplying σ̂n
l , we have proved the equation (3.2). Thus, we have proved

the lemma.

Proof of Proposition 3.3.5. We will prove the same formula for x′
N . Put N =

qnM with (q,M) = 1.
Since we have Fl(σ̂l)

−1 = 1 + (al

l
− ϵl

l
σ̂l)Fl(σ̂l)

−1σ̂l from Lemma 3.3.6 and
σ̂q(ξqN) = ξN , we have

trqN/N (x′
qN)

= trqN/N (υqN((
∏
l|qN

Fl(σ̂l)
−1)ξqN))

= trqN/N (υqN(Fq(σ̂q)
−1(

∏
l|M

Fl(σ̂l)
−1)ξqN))

= trqN/N (υqN((1 + (
aq

q
− ϵq

q
σ̂q)Fq(σ̂q)

−1σ̂q)(
∏
l|M

Fl(σ̂l)
−1)ξqN))

= trqN/N (υqN((
∏
l|M

Fl(σ̂l)
−1)ξqN))

+
aq

q
trqN/N (υN(Fq(σ̂q)

−1(
∏
l|M

Fl(σ̂l)
−1)ξN))

−ϵq

q
trqN/N (υN(Fq(σ̂q)

−1(
∏
l|M

Fl(σ̂l)
−1)σ̂q(ξN))). (3.3)

First, we treat the first term of the right hand side of the equation (3.3).
As we have seen in §1, we have

trqN/N ◦ υqN = trqn+1M/qnM ◦ υM ◦ υqn = υM ◦ trqn+1/qn ◦ υqn ,
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and the trace map commutes with σ̂a for each positive integer a. We also
have ξqn+1M = σ̂−1

M (ξqn+1)σ̂−1
qn+1(ξM). Thus we have

trqN/N (υqN((
∏
l|M

Fl(σ̂l)
−1)ξqN))

= trqN/N (υqN((
∏
l|M

Fl(σ̂l)
−1)(σ̂−1

M (ξqn+1)σ̂−1
qn+1(ξM))))

= υqN(trqn+1/qn((
∏
l|M

Fl(σ̂l)
−1)(σ̂−1

M (ζqn+1)σ̂−1
qn+1(ξM))))

= υqN((
∏
l|M

Fl(σ̂l)
−1)(σ̂−1

M (trqn+1/qn(ζqn+1))σ̂−1
qn+1(ξM))).

Since we have trqn+1/qn(ζqn+1) = 0 if n ≥ 1, we have

υqN((
∏
l|M

Fl(σ̂l)
−1)(σ̂−1

M (trqn+1/qn(ζqn+1))σ̂−1
qn+1(ξM))) = 0

if n ≥ 1. Since we have υM ◦ σ̂q = σq ◦ υM , M = N and trq/1(ζq) = −1 if
n = 0, we have

υqN((
∏
l|M

Fl(σ̂l)
−1)(σ̂−1

M (trq/1(ζq))σ̂
−1
q (ξM)))

= −υqN((
∏
l|N

Fl(σ̂l)
−1)σ̂−1

q (ξN))

= −σ−1
q (υqN((

∏
l|N

Fl(σ̂l)
−1)ξN))

= −σ−1
q x′

N

= −(σ−1
q − aq

q
+

ϵq

q
σq)Fq(σq)

−1x′
N .

Thus we have

trqN/N (υqN((
∏
l|M

Fl(σ̂l)
−1)ξqN))

=

{
0 (n ≥ 1)
−(σ−1

q − aq

q
+ ϵq

q
σq)Fq(σq)

−1x′
N (n = 0) .

(3.4)
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Next, we treat the second term of the equation (3.3). Since we have
υN(Fq(σ̂q)

−1(
∏

l|M Fl(σ̂l)
−1)ξN) ∈ Q(µN), the trace map trqN/N is multipli-

cation by q if q | N and multiplication by q − 1 if q - N . We also have

Fq(σ̂q)
−1(

∏
l|M

Fl(σ̂l)
−1) =

∏
l|N

Fl(σ̂l)
−1

if q | N . Thus we obtain

aq

q
trqN/N(υN(Fq(σ̂q)

−1(
∏
l|M

Fl(σ̂l)
−1)ξN))

=

{
aqx

′
N (n ≥ 1)

(q−1)aq

q
Fq(σq)

−1x′
N (n = 0).

(3.5)

We then treat the third term of the equation (3.3). Since we have
σ̂q(ξN) = ξN

q
if q | N and Fq(σ̂q)

−1(
∏

l|M Fl(σ̂l)
−1) =

∏
l|N

q
Fl(σ̂l)

−1 if q2 | N ,

we have

ϵq

q
trqN/N (υN(Fq(σ̂q)

−1(
∏
l|M

Fl(σ̂l)
−1)σ̂q(ξN)))

=


ϵqx

′
N
q

(n ≥ 2)

ϵqFq(σq)
−1x′

N
q

(n = 1)
ϵq

q
(q − 1)σqFq(σq)

−1x′
N (n = 0).

(3.6)

Combining the equations (3.4), (3.5) and (3.6), if q2 | N , we have

trqN/N (x′
qN) = 0 + aqx

′
N − ϵqx

′
N
q

= aqx
′
N − ϵqx

′
N
q
.

If q || N , we have

trqN/N (x′
qN) = 0 + aqx

′
N − ϵqFq(σq)

−1x′
N
q

= aqx
′
N − ϵqFq(σq)

−1x′
N
q
.

49



If q - N , we have

trqN/N (x′
qN) = −(σ−1

q − aq

q
+

ϵq

q
σq)Fq(σq)

−1x′
N

+
(q − 1)aq

q
Fq(σq)

−1x′
N

−ϵq

q
(q − 1)σqFq(σq)

−1xN

= (−σ−1
q +

aq

q
− ϵq

q
σq +

(q − 1)aq

q
− ϵq

q
(q − 1)σq)Fq(σq)

−1x′
N

= (aq − ϵqσq − σ−1
q )Fq(σq)

−1x′
N .

Thus, we have proved the proposition.

3.4 Euler systems and admissible systems

In the introduction, we introduced two system, namely Euler systems and
admissible system. We will prove the theorem below.

Theorem 3.4.1. If (wM)M ∈
∏

M |N H1(Qp ⊗Q Q(µM), VpE) is an Euler

system, then (PM(wM))M ∈
∏

M |N Qp[GM ] is an admissible system.

Before proving the theorem, we will prove a lemma.

Lemma 3.4.2. Let K/F be an extension of abelian fields. For x ∈ D ⊗Q K
and z ∈ H1(Qp ⊗Q K,VpE), we have

πK/F (PK(x, z)) = PF (trK/F (x), NrK/F (z)).

For x ∈ D ⊗Q F and z ∈ H1(Qp ⊗Q K,VpE), we have

PK(x, z) = νK/F (PF (x, NrK/F (z))).

Proof. For x ∈ D ⊗Q K and z ∈ H1(Qp ⊗Q K,VpE), an easy calculation
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shows that

πK/F (PK(x, z))

= πK/F (
∑

s,t∈GK

[s(x), exp∗
K(t(z))]st−1)

=
∑

s,t∈GK

[s(x), exp∗
K(t(z))]πK/F (st−1)

=
∑

σ,τ∈GF

(
∑

s,t∈GK ,πK/F (s)=σ,πK/F (t)=τ

[s(x), t(exp∗
K(z))])στ−1

=
∑

σ,τ∈GF

[
∑

s∈GK ,πK/F (s)=σ

s(x),
∑

t∈GK ,πK/F (t)=τ

t(exp∗
K(z))]στ−1

=
∑

σ,τ∈GF

[σ(trK/F (x)), τ(trK/F (exp∗
K(z)))]στ−1

=
∑

σ,τ∈GF

[σ(trK/F (x)), exp∗
F (τ(NrK/F (z)))]στ−1

= PF (trK/F (x), NrK/F (z)).

Thus, we have proved the first half of the lemma.
Similarly, for x ∈ D ⊗Q F and z ∈ H1(Qp ⊗Q K,VpE), we have

νK/F (PF (x, NrK/F (z)))

= νK/F (
∑

σ,τ∈GF

[σ(x), exp∗
F (τ(NrK/F (z)))]στ−1)

=
∑
ρ∈GK

(
∑

σ,τ∈GF ,πK/F (ρ)=στ−1

[σ(x), exp∗
F (τ(NrK/F (z)))])ρ

=
∑
ρ∈GK

(
∑

σ,τ∈GF ,πK/F (ρ)=στ−1

[σ(x), τ(trK/F (exp∗
K(z)))])ρ

=
∑
ρ∈GK

(
∑

σ,τ∈GF ,πK/F (ρ)=στ−1

[σ(x),
∑

t∈GK ,πK/F (t)=τ

t(exp∗
K(z))])ρ

=
∑

ρ,t∈GK ,σ,τ∈GF ,πK/F (ρ)=στ−1,πK/F (t)=τ

[σ(x), t(exp∗
K(z))]ρ.

The condition πK/F (ρ) = στ−1 and πK/F (t) = τ is equivalent that πK/F (ρt) =
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σ and πK/F (t) = τ . Putting s = ρt ∈ GK , we obtain∑
ρ,t∈GK ,σ,τ∈GF ,πK/F (ρ)=στ−1,πK/F (t)=τ

[σ(x), t(exp∗
K(z))]ρ

=
∑

s,t∈GK ,σ,τ∈GF ,πK/F (s)=σ,πK/F (t)=τ

[σ(x), t(exp∗
K(z))]st−1

=
∑

s,t∈GK

[s(x), exp∗
K(t(z))]st−1

= PK(x, z)

Thus, we have proved the lemma.

Proof of Theorem 3.4.1. From Definition 3.3.4 and Lemma 3.4.2, we have

πqM/M (PqM(wqM))

= πqM/M (PqM(xqM , wqM))

= PM(trqM/M(xqM), NrqM/M (wqM)).

If q2 | M , from Proposition 3.3.5, we have

PM(trqM/M (xqM), NrqM/M (wqM))

= PM(aqxM − ϵqxM
q
, wM)

= aqPM(xM , wM) − ϵqPM(xM
q
, wM).

Applying Lemma 3.4.2 by L = M
q
, we have

PM(xM
q
, wM)

= νM/ M
q
(PM

q
(xM

q
, NrM/ M

q
(wM)))

= νM/ M
q
(PM

q
(xM

q
, wM

q
)).

Thus, we have proved that

πqM/M (PqM(wqM)) = aqPM(xM , wM) − ϵqνM/ M
q
(PM

q
(xM

q
, wM

q
))

= aqPM(wM) − ϵqνM/ M
q
(PM

q
(wM

q
)).
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If q || M , then we have

PM(trqM/M (xqM), NrqM/M (wqM))

= PM(aqxM − ϵqFq(σq)
−1xM

q
, wM)

= aqPM(xM , wM) − ϵqPM(Fq(σq)
−1xM

q
, wM)

= aqPM(xM , wM) − ϵqνM/ M
q
(PM

q
(Fq(σq)

−1xM
q
, NrM/ M

q
(wM)))

= aqPM(xM , wM) − ϵqνM/ M
q
(PM

q
(Fq(σq)

−1xM
q
, Fq(σ

−1
q )wM

q
))

= aqPM(xM , wM) − ϵqνM/ M
q
(PM

q
(xM

q
, wM

q
))

= aqPM(wM) − ϵqνM/ M
q
(PM

q
(wM

q
)).

Here, we used Lemma 3.3.3.
If q - M , then we have

PM(trqM/M (xqM), NrqM/M(wqM))

= PM((aq − ϵqσq − σ−1
q )Fq(σq)

−1xM , Fq(σ
−1
q )wM)

= (aq − σq − ϵqσ
−1
q )PM(wM) .

Thus, we have proved the theorem.

Theorem 3.4.3. For the notations as above, we have PN(zN) = θN .

To prove this theorem, we need some lemmas.

Lemma 3.4.4. Let (ηM)M , (κM)M ∈
∏

M |N Qp[GM ] be two admissible sys-
tems. Fix a positive integer M dividing N. If ηL = κL for each positive integer
L with L dividing M and L ̸= M , and χ(ηM) = χ(κM) for each character χ
of conductor M , then ηM = κM .

Proof. To prove ηM = κM , it suffices to show that χ(ηM) = χ(κM) for
each character χ of GM . From the assumption, χ(ηM) = χ(κM) for each
character χ of conductor M . If the conductor of χ is not equal to M , then
we can regard χ as a character of the group GM

q
for some prime number q

dividing M , and we obtain χ(ηM) = χ(πM/ M
q
(ηM)). So it suffices to show

that πM/ M
q
(ηM) = πM/ M

q
(κM) for each prime number q dividing M .

First, we assume that q2 divides M . Then, we get πM/ M
q
(ηM) = aqηM

q
−

ϵqνM
q

/ M
q2

(ηM
q2

) and πM/ M
q
(κM) = aqκM

q
− ϵqνM

q
/ M

q2
(κM

q2
). Since we have ηM

q
=
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κM
q

and ηM
q2

= κM
q2

from the assumption, we obtain πM/ M
q
(ηM) = πM/ M

q
(κM).

If q || M , then we have

πM/ M
q
(ηM) = (aq − σq − ϵqσ

−1
q )ηM

q
= (aq − σq − ϵqσ

−1
q )κM

q
= πM/ M

q
(κM).

Thus we have proved the lemma.

Lemma 3.4.5. Let (ηM)M , (κM)M ∈
∏

M |N Qp[GM ] be two admissible sys-

tems. Suppose that for each positive integer M dividing N , we have χ(ηM) =
χ(κM) for each character χ of conductor M . Then we have ηN = κN .

Proof. We will prove that ηM = κM for each positive integer M dividing N
by induction. First, we show that η1 = κ1. From the assumption, χ0(η1) =
χ0(κ1) for the character χ0 of conductor 1. Since χ0 : Qp[G1] ≅ Qp, we have
η1 = κ1.

Next, suppose that M divides N and ηL = κL for each positive integer L
such that L divides N and L < M . From the assumption, we have χ(ηM) =
χ(κM) for each character χ of conductor M . We also have ηL = κL for each
positive integer L with L dividing M and L ̸= M . Applying Lemma 3.4.4,
we have ηM = κM . Thus we have proved the lemma.

Proof of Theorem 3.4.3. From Lemma 3.4.5, it is enough to show that for a
character χ of conductor N , the χ part of the both hands are equal.

A direct calculation shows that

χ(PN(zN))

=
∑

σ,τ∈GN

[σ(xN), τ(exp∗
N(zN))]χ(σ)χ(τ−1)

= [
∑

σ∈GN

σ(xN)χ(σ),
∑
τ∈GN

τ(exp∗
N(zN))χ−1(τ)] . (3.7)

We first treat the right half of the pairing of the equation (3.7). From the
properties of the zeta elements, we get∑

τ∈GN

τ(exp∗
N(zN))χ−1(τ)

=
∑
τ∈GN

exp∗
N(τ(zN))χ−1(τ)

=
L(E,χ−1, 1)

Ω±
E

ω.
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Next, we treat the left half. Put F̃l(T ) := F̃
(1)
l (T ), and let l1, l2, . . . , ls be

all the prime numbers dividing N such that l1 < l2 < · · · < ls, then we have∏
l|N

Fl(σ̂l)
−1

= Fl1(σ̂l1)
−1

∏
l′|N,l′>l1

Fl′(σ̂l′)
−1

= (1 + F̃l1(σ̂l1)Fl1(σ̂l1)
−1σ̂l1)

∏
l′|N,l′>l1

Fl′(σ̂l′)
−1

=
∏

l′|N,l′>l1

Fl′(σ̂l′)
−1 + (

∏
l′|N,l′>l1

Fl′(σ̂l′)
−1)F̃l1(σ̂l1)Fl1(σ̂l1)

−1σ̂l1

= Fl2(σ̂l2)
−1

∏
l′|N,l′>l2

Fl′(σ̂l′)
−1 + (

∏
l′|N,l′>l1

Fl′(σ̂l′)
−1)F̃l1(σ̂l1)Fl1(σ̂l1)

−1σ̂l1

= . . .

= 1 +
∑
l|N

(
∏

l′|N,l′>l

Fl′(σ̂l′)
−1)F̃l(σ̂l)Fl(σ̂l)

−1σ̂l.

So, if we denote Hl = (
∏

l′|N,l′>l Fl′(σ̂l′)
−1)F̃l(σ̂l)Fl(σ̂l)

−1, then we have∏
l|N

Fl(σ̂l)
−1 = 1 +

∑
l|N

Hlσ̂l .

From the definition of xN , we get

xN = υN((
∏
l|N

Fl(σ̂l)
−1)ξN)ω∗

= υN((1 +
∑
l|N

Hlσ̂l)ξN)ω∗

= υN(ξN +
∑
l|N

HlξN
l
)ω∗

= (ζN +
∑
l|N

υN(HlξN
l
))ω∗ .

Since υN(HlξN
l
) ∈ Q(µN

l
), we obtain

∑
σ∈GN

σ(υN(HlξN
l
))χ(σ) = 0. So we

have ∑
σ∈GN

σ(xN)χ(σ) =
∑

σ∈GN

σ(ζN)χ(σ)ω∗ = τ(χ)ω∗ .
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Therefore, it follows from (3.7) that

χ(PN(zN)) = [τ(χ)ω∗,
L(E,χ−1, 1)

Ω±
E

ω]

= τ(χ)
L(E,χ−1, 1)

Ω±
E

= χ(θN) .

Thus, we have proved the equality.

3.5 Integrality of the map

In this section, we will prove the following theorem.

Theorem 3.5.1. If Ẽ(Fp(µN))[p] = 0, (wM)M ∈
∏

M |N H1(Qp⊗QQ(µM), TpE)

is an integral Euler system and p divides N , then (PM(wM))M ∈
∏

M |N Zp[GM ]

is an integral admissible system. Here Ẽ is the reduction of the elliptic curve
E mod p.

Before proving the theorem, we make some preparations.

For a positive integer N =
∏

l l
el , where each l is a prime number and el

is a non-negative integer, define S(N) to be S(N) := {l : prime number| el >
0}, and for a set of prime numbers S, define NS to be NS :=

∏
l /∈S lel =

N/
∏

l∈S lel .
For the rest of the section, we write N = Mpn with p - M and n ≥ 1.

From Lemma 3.3.6, we have
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xN = υN((
∏
l|N

Fl(σ̂l)
−1)ξN)ω∗

= υN(Fp(σ̂p)
−1(

∏
l|M

Fl(σ̂l)
−1)ξN)ω∗

= υN(Fp(σ̂p)
−1(

∏
l|M

(

el−1∑
i=0

c
(l)
i σ̂i

l + F̃
(el)
l (σ̂l)Fl(σ̂l)

−1σ̂el
l ))ξN)ω∗

= υN(Fp(σ̂p)
−1

∑
S⊂S(M)

(
∏
l′ /∈S

el′−1∑
i=0

c
(l′)
i σ̂i

l′)(
∏
l∈S

F̃
(el)
l (σ̂l)Fl(σ̂l)

−1σ̂el
l )ξN)ω∗

=
∑

S⊂S(M)

υN(Fp(σ̂p)
−1(

∏
l′ /∈S

el′−1∑
i=0

c
(l′)
i σ̂i

l′)(
∏
l∈S

F̃
(el)
l (σ̂l)Fl(σ̂l)

−1)ξNS
)ω∗.

So, if we put γS := (
∏

l′ /∈S(
∑el′−1

i=0 c
(l′)
i σ̂i

l′)
∏

l∈S F̃
(el)
l (σ̂l))ξNS

∈ Z(p)[CNS
], then

we obtain

xN =
∑

S⊂S(M)

(
∏
l∈S

Fl(σl)
−1)υN(Fp(σ̂p)

−1γS)ω∗.

Here, the coefficients of γS are in Z(p) = {a
b
∈ Q|a, b ∈ Z, p - b} because

c
(l′)
i ∈ Z(p) and F̃

(el)
l (T ) ∈ Z(p)[T ] from their definitions.

In the next lemma, logÊ is the formal logarithm of the formal group Ê

and for an abelian field F , we put logÊ(Ê(mF )) :=
∏

v|p logÊ(Ê(mFv)), and

we put log(Ê(mF )) := logÊ(Ê(mF ))ω∗ ⊂ D/D0 ⊗Q F .

Lemma 3.5.2. Let α ∈ log(Ê(mF )) and w ∈ H1(Qp ⊗Q F, TpE). Then we
have

PF (α,w) ∈ Zp[GF ].

Proof. From the definition, we have

PF (α,w)

=
∑
σ∈GF

trF/Q[σ(α), w]σ.
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So what we have to prove is that trF/Q[σ(α), exp∗
F (w)] ∈ Zp. But this

follows from the fact that σ(α) is in the image of log because the formal
logarithm map is Galois compatible, and the commutativity of the following
diagram

Ê(mF ) × H1(Qp ⊗Q F, TpE) → Zp

↓ log ↓ exp∗
F ↓

D/D0 ⊗Qp (Qp ⊗Q F ) × D0 ⊗Qp (Qp ⊗Q F ) → Qp ,

where the pairing in the upper row is the composite of the Kummer map
Ê(mF ) → H1(Qp ⊗Q F, TpE) and

[, ]F : H1(Qp ⊗Q F, TpE) × H1(Qp ⊗Q F, TpE) → Zp,

and the pairing in the lower row is trF/Q[, ].

Lemma 3.5.3. If αS ∈ log(mQ(µNS
)) for all S ⊂ S(M),

y =
∑

S⊂S(M)

(
∏
l∈S

Fl(σl)
−1)αS

and (wL)L ∈
∏

L|N H1(Qp ⊗Q Q(µL), TpE) is an integral Euler system, then

PN(y, wN) ∈ Zp[GN ].

From the lemma above, what we need to show to prove the theorem is
that υN(Fp(σ̂p)

−1γS) ∈ logÊ(mQ(µNS
)) for all S ⊂ S(M).

Proof of Lemma 3.5.3. From the definition, we get

PF (y, wF )

= PF (
∑

S⊂S(M)

(
∏
l∈S

Fl(σl)
−1)αS, wF )

=
∑

S⊂S(M)

PF ((
∏
l∈S

Fl(σl)
−1)αS, wF )

=
∑

S⊂S(M)

νF/FS
(PFS

((
∏
l∈S

Fl(σl)
−1)αS, NrF/FS

(wF ))).
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We have

νF/FS
(PFS

((
∏
l∈S

Fl(σl)
−1)αS, NrF/FS

(wF )))

= νF/FS
(PFS

((
∏
l∈S

Fl(σl)
−1)αS, (

∏
l∈S

Fl(σ
−1
l ))wS))

= νF/FS
(PFS

(αS, wS)).

From the previous lemma, we have

PFS
(αS, wS) ∈ Zp[GFS

].

Thus we have proved the lemma.

For the rest of this section, we will prove that υpn(Fp(σ̂p)
−1υMS

(γS)) is in
the image of logÊ in Qp ⊗Q Q(µNS

) because we have

υNS
(Fp(σ̂p)

−1γS)

= υpn(υMS
(Fp(σ̂p)

−1γS))

= υpn(Fp(σ̂p)
−1υMS

(γS)) .

Let v be a prime of Q(µMS
) dividing p, it is easy to show that the diagram

below is commutative,

Q(µMS
)[Cpn ]

σ̂p−→ Q(µMS
)[Cpn ]

↓ ª ↓
Q(µMS

)v[Cpn ]
σ̂v−→ Q(µMS

)v[Cpn ] .

Here, σ̂v denotes a ring endomorphism of Q(µMS
)v[Cpn ] defined by

α 7→ σv(α)

ξpn 7→ ξp
pn

for α ∈ Q(µMS
)v, where σv denotes the Frobenius automorphism of the

unramified extension Q(µMS
)v/Qp.

Later on, we regard υMS
(γS) ∈ Q(µMS

)v[Cpn ] and we will show that
υpn(Fp(σ̂v)

−1υMS
(γS)) ∈ logÊ(mQ(µNS

)v) by the following arguments.

Let K be a finite unramified extension of Qp, OK its ring of integers,
mK := pOK its maximal ideal, k := OK/mK and σ ∈ Gal(K/Qp) the
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Frobenius automorphism (i.e. σ(x) ≡ x (mod p) for all x ∈ OK). Let
MK := (p, T ) be the maximal ideal of the ring of power series OK [[T ]].

We define the ring CK by

CK := {f(T ) ∈ K[[T ]] | f(x) converges for any x ∈ Qp such that |x|p < 1},

i.e. the ring of power series whose radius of convergence is ≥ 1. Here, | · |p is
the normalized p-adic absolute value.

For each integer n ≥ 1, let IK,n be the ideal of CK defined by

IK,n := {f(T ) ∈ CK | f(ζpi − 1) = 0 for i = 0, 1, . . . n}.

For f(T ) ∈ K[[T ]], we define

φf(T ) := σf((1 + T )p − 1).

Here, σf(T ) :=
∑∞

i=0 σ(bi)T
i for f(T ) =

∑∞
i=0 biT

i ∈ K[[T ]]. Note that we
have φIK,n ⊂ IK,n, so x 7→ φ(x) induces a map CK/IK,n → CK/IK,n. It is
also denoted by φ.

We define σ̂ : K[Cpn ] → K[Cpn ] by

α 7→ σ(α)

ξpn 7→ ξp
pn

for α ∈ K.
For i = 0, 1, . . . , n, we define ψi : Cpn → µpn to be a character of Cpn of

conductor pi by ξpn 7→ ζpi and define ςi : CK → K(µpn) by f(T ) 7→ f(ζpi −1).
From the definition of IK,n, we have an injection∏n

i=0 ςi : CK/IK,n →
∏n

i=0 K(µpi)
f(T ) mod IK,n 7→ (f(ζpi − 1))i

Lemma 3.5.4. There is an isomorphism

CK/IK,n ≅ K[Cpn ],

and the diagrams

CK/IK,n
φ−→ CK/IK,n

↓ ª ↓
K[Cpn ]

σ̂−→ K[Cpn ]
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and

ςn : CK/IK,n → K(µpn)
↓ ª ∥

υpn : K[Cpn ] → K(µpn)

are commutative. Here, the vertical arrows are isomorphisms.

Proof. Note that the natural inclusion K[T ] ⊂ CK induces an injection
K[T ]/((1 + T )pn − 1) → CK/IK,n and comparing the dimensions of K-
vector spaces K[T ]/((1 + T )pn − 1) ≅

∏n
i=0 K(µpi) and CK/IK,n, it is an

isomorphism K[T ]/((1 + T )pn − 1) ≅ CK/IK,n. The ring homomorphism
K[T ] → K[Cpn ] defined by 1 + T 7→ ξpn also induces the isomorphism
K[T ]/((1 + T )pn − 1) ≅ K[Cpn ]. So we have an isomorphism CK/IK,n ≅
K[Cpn ]. It is easy to see that both φ and σ̂ correspond to the ring ho-
momorphism K[T ]/((1 + T )pn − 1) → K[T ]/((1 + T )pn − 1) defined by
f(T ) mod ((1+T )pn −1) 7→ f((1+T )p−1) mod ((1+T )pn −1), and both ςn
and υpn correspond to the ring homomorphism K[T ]/((1+T )pn−1) → K(µpn)
defined by f(T ) mod ((1 + T )pn − 1) 7→ f(ζpn − 1).

Put K = Q(µMS
)v here. Let γ̃S(T ) ∈ K[T ] be a polynomial which

corresponds to γS ∈ OK [Cpn ] through the isomorphism above. We can take
γ̃S(T ) ∈ OK [T ]. To prove υpn(Fp(σ̂v)

−1υMS
(γS)) ∈ logÊ(mK), it is enough

to show that there exists g(T ) ∈ CK such that Fp(φ)g(T ) = γ̃S(T ) and
g(ζpn − 1) ∈ logÊ(mK).

We will prove this by the following arguments, which is an analogue of
Coleman’s paper [4].

Proposition 3.5.5. We have

(1 − ap

p
φ +

1

p
φ2) logÊ(MK) ⊂ OK [[T ]].

Proof. Let e(T ) ∈ MK . It is easy to see that

φe(T ) ≡ e(T )p (mod pOK [[T ]])

and for X,Y ∈ MK with X ≡ Y (mod pOK [[T ]]), we have

logÊ(X) ≡ logÊ(Y ) (mod pOK [[T ]]).
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Thus, we have

φ logÊ(e(T )) ≡ logÊ(e(T )p) (mod pOK [[T ]]).

From Honda’s theory [6] section 6, we have

logÊ(Xp2

) − ap logÊ(Xp) + p logÊ(X) ≡ 0 (mod pOK [[T ]]).

Combining all the above, we obtain

(p − apφ + φ2) logÊ(e(T ))

≡ p logÊ(e(T )) − ap logÊ(e(T )p) + logÊ(e(T )p2

)

≡ 0 (mod pOK [[T ]]).

Dividing the equation by p, we obtain (1 − ap

p
φ + 1

p
φ2) logÊ(e(T )) ∈

OK [[T ]].

Proposition 3.5.6. Assume that Ẽ(k)[p] = 0. Then we have

(1 − ap

p
φ +

1

p
φ2) logÊ(MK) = OK [[T ]].

Proof. Since we have MK = mK+ÊTO[[T ]] where +Ê is the formal group law

of the formal group Ê, it is enough to show that (1− ap

p
φ+ 1

p
φ2) logÊ(mK) =

OK and (1 − ap

p
φ + 1

p
φ2) logÊ(TOK [[T ]]) = TOK [[T ]] separately.

First, we will show that (1 − ap

p
φ + 1

p
φ2) logÊ(TOK [[T ]]) = TOK [[T ]].

It is enough to show that for each i ≥ 1, the induced map T iOK [[T ]] →
T iOK [[T ]]/T i+1OK [[T ]] by (1 − ap

p
φ + 1

p
φ2) logÊ is surjective. Since we have

(1 − ap

p
φ +

1

p
φ2) logÊ(αT i)

= (α − app
i−1ασ + p2i−1ασ2

)T i + r(T )

with r(T ) ∈ T i+1OK [[T ]] for each α ∈ OK , it is enough to show the surjec-
tivity of the map

OK → OK

α 7→ α − app
i−1ασ + p2i−1ασ2

.
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Since the above map is Zp-linear, it is enough to show that the map mod p
is surjective by Nakayama’s lemma.

If i ≥ 2, then the map mod p is the identity map α 7→ α. If i = 1, the
map mod p is

k → k

α 7→ α − apα
p .

Here ap is the image of ap ∈ Z under the natural map Z → Z/pZ ≅ Fp.
Note that ασ ≡ αp (mod p).

Since k is a finite field, the surjectivity is equivalent to the injectivity of
the map mod p. We will prove the injectivity.

Suppose that the map mod p is not injective. Then, there exists a non-
zero element α ∈ k such that α = apα

p. Since we have ap
p = ap, we have

α = apα
p = ap

2αp2

= · · · = ap
dαpd

= ap
dα,

where d = [k : Fp]. Since α ̸= 0, we have ap
d = 1 in Fp.

We will show that the assumption Ẽ(k)[p] = 0 implies that ad
p ̸≡ 1(mod p).

From basic facts about elliptic curves over finite field, we get #Ẽ(k) =
pd−αd

p −βd
p +1, where αp, βp are two roots of the equation T 2−apT +p = 0.

Since αp + βp = ap and αpβp = p, we obtain

αd
p + βd

p ≡ (αp + βp)
d (mod p)

= ad
p.

Thus, we get ad
p − 1 ≡ −pd + αd

p + βd
p − 1 = −#Ẽ(k) ̸≡ 0 (mod p) and we

have proved that (1 − ap

p
φ + 1

p
φ2) logÊ(TOK [[T ]]) = TOK [[T ]].

Next, we will show that (1 − ap

p
φ + 1

p
φ2) logÊ(mK) = OK . First, we will

show that the assumption Ẽ(k)[p] = 0 implies that logÊ(x) ≡ x (mod pi+1)
for x ∈ piOK and for i ≥ 1. From basic properties of logÊ, we see that
for x ∈ Qp such that ordp(x) > 1

ph−1
, we have logÊ(x) ≡ x (mod {y ∈

Qp|ordp(y) > ordp(x)}), where h is the height of the formal group Ê and ordp

is the normalized p-adic valuation. So, it is enough to show that 1
ph−1

< 1. If

p ≥ 3, then it is obvious. If p = 2, then the assumption Ẽ(k)[2] = 0 implies

that E is supersingular at 2. Since the height of the formal group Ê is 2,
1

ph−1
= 1

22−1
= 1

3
< 1. Thus, we have proved the statement.
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Let j ∈ Z, j ≥ 1 and u ∈ OK . We compute

(1 − ap

p
φ +

1

p
φ2) logÊ(pju)

≡ −app
j−1uσ + pj−1uσ2

(mod pj).

To prove the surjectivity of the map (1− ap

p
φ+ 1

p
φ2) logÊ : mK → OK , it is

enough to show the surjectivity of the induced map pjOK → pj−1OK/pjOK

for each j ≥ 1. But by the similar arguments as above, the induced map is
essentially

k → k

u 7→ −apu
p + up2

,

and we can show that it is injective, hence surjective.
Thus, we have proved the lemma.

Let eS(T ) ∈ OQ(µM )v [[T ]] be a power series satisfying

(1 − ap

p
φ +

1

p
φ2) logÊ(eS(T )) = γ̃S(T ).

Then, from the arguments above,

υpn(Fp(σ̂p)
−1υMS

(γS)) = logÊ(eS(ζpn − 1)) ∈ logÊ(mQ(µNS
)v).

It is in the image of logÊ. This is what we wanted to show.

3.6 Kernel of the map

In this section we prove the next proposition. This was used in the proof of
Proposition 2.4.20.

Proposition 3.6.1. Let p be a supersingular prime. Let Q∞/Q be the cy-
clotomic Zp-extension and Qn its n-th layer. Let kn be the p-adic completion
of Qn. Then the kernel of the map

P̂n : H1(kn, TpE) → Zp[GQn ]2

w 7→ (PQn(w), νn ◦ PQn−1 ◦ NrQn/Qn−1(w))

is E(kn)⊗̂Zp.
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Proposition 3.6.2. Let F be an abelian field. Let α ∈ Ê(mF ). Then the
kernel of the map

PF (log(α), · ) : H1(Qp ⊗Q F, TpE) → Zp[GF ]

is (〈α〉Zp[GF ])
⊥. Here (·)⊥ is the exact annihilator with respect to the cup

product
H1(Qp ⊗Q F, TpE) × H1(Qp ⊗Q F, TpE) → Zp.

Proof. This follows immediately from the definition.

Corollary 3.6.3. Let F be an abelian field. Let α, β ∈ Ê(mF ). Then the
kernel of the map

P : H1(Qp ⊗Q F, TpE) → Zp[GF ]2

w 7→ (PF (log(α), w), PF (log(β), w))

is (〈α, β〉Zp[GF ])
⊥.

As we have seen in the previous section, there exists αqpn ∈ Ê(mQ(µqpn))
such that log(αqpn) = xqpn .

Lemma 3.6.4. We have

Ê(mQ(µq)) = 〈αq〉Zp[Gq ],

and
Ê(mQ(µqpn)) = 〈αqpn , αqpn−1〉Zp[Gqpn ]

for n ≥ 1.

Proof. Since p is supersingular,

logÊ : Ê(mQ(µq)) → mQ(µq)

is an isomorphism. We have to show x′
q generates mQ(µq). First, we assume

that p is an odd prime. An easy calculation shows that

x′
p

= ζp + (
ap

p
− 1

p
)Fp(1)−1

= ζp − 1 +
p

p − ap + 1
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Since ζp−1 generates mQ(µq) as a Zp[Gq]-module, x′
q generates mQ(µq)/pmQ(µq).

From Nakayama’s lemma, x′
q generates mQ(µq).

If p = 2, then we have

x′
4

= ζ4 − c
(2)
2 + F

(2)
2 (1)F2(1)−1

= ζ4 − 1 +
2 − a2 − 2(2 − a2)c2

2 − a2 + 1

By the similar arguments above, x′
4 generates mQ(µ4). Thus we have proved

the first half of the lemma.
We will prove the latter half by induction. We will prove that αqpn+1

generates Ê(mQ(µqpn+1 ))/Ê(mQ(µqpn)). The formal logarithm map induces an
injection

logÊ : Ê(mQ(µqpn+1 ))/Ê(mQ(µqpn )) → (mQ(µqpn+1 ) + Qp(µqpn))/Qp(µqpn)

∼= mQ(µqpn+1 )/mQ(µqpn).

The element αqpn+1 corresponds to xqpn+1
∼= ζqpn+1 − 1 (mod Qp(µqpn)).

Since ζqpn+1 − 1 generates mQ(µqpn+1 )/mQ(µqpn ), αqpn+1 generates

Ê(mQ(µqpn+1 ))/Ê(mQ(µqpn )).

Since trqpn+1/qpnxqpn+1 = apxqpn − xqpn−1 , we have

Nqpn+1/qpnαqpn+1 = apαqpn − αqpn−1 .

Thus αqpn+1 and αqpn generates Ê(mQ(µqpn+1 )).

Put αQn := NQ(µqpn )/Qn(αqpn). Then, we have the following lemma.

Lemma 3.6.5. Let αQn , αQn−1 ∈ Ê(mQn) be elements such that log(αQn) =
xQn and log(αQn−1) = xQn−1. Then we have

Ê(mQn) = 〈αQn , αQn−1〉Zp[GQn ].

Proof. We only have to show that NQp(µqpn)/kn is surjective. Let e and f
be the ramification index and the order of the different of the extension
Q(µqpn)/kn respectively. If p = 2, we have e = f = 2. If p ≥ 3, we have
e = f = p− 1. In both cases, f ≤ 2e− 2. From Lemma 2.4.3, the norm map
is surjective.
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Proof of Proposition 3.6.1. Since we have

PQn(w) = PQ(µn)(xQn , w)νn ◦ PQn−1 ◦ NrQn/Qn−1(w) = PQ(µn)(xQn−1 , w),

the kernel of the map P̂n is 〈αQn , αQn−1〉⊥Zp[GQn ] = Ê(mQn)⊥ = (E(kn)⊗̂Zp)
⊥.

Since the exact annihilator of E(kn)⊗̂Zp is E(kn)⊗̂Zp itself, we have proved
the proposition.

Lemma 3.6.6. Let (ηpn)n and (κpn)n be two admissible systems. Then

νpn+1/pn(ηpn)κpn+1 = ηpn+1νpn+1/pn(κpn).

Proof. Since both of the right and left hand side of the equation is in νpn+1/pn(Qp[Gpn ]),
it suffices to show the equality

πpn+1/pn(νpn+1/pn(ηpn)κpn+1) = πpn+1/pn(ηpn+1νpn+1/pn(κpn)).

First we assume that n = 0. Then we have

πp/1(νp/1(η1)κp)

= (p − 1)η1πp/1(κp)

= (p − 1)η1(ap − 1 − ϵp)κ1.

We also have

πp/1(ηpνp/1(κ1))

= πp/1(ηp)(p − 1)κ1

= (ap − 1 − ϵp)η1(p − 1)κ1.

Thus we have proved the equality in the case when n = 0. Next, we assume
that n ≥ 1. We will prove the equation by induction. Then the left hand
side of the equation is

πpn+1/pn(νpn+1/pn(ηpn)κpn+1)

= pηpnπpn+1/pn(κpn+1)

= pηpn(apκpn − ϵpνpn/pn−1(κpn−1)).

The right hand is

πpn+1/pn(ηpn+1νpn+1/pn(κpn))

= πpn+1/pn(ηpn+1)pκpn

= (apηpn − ϵpνpn/pn−1(ηpn−1))pκpn .
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From the assumption of the induction, we have

ηpnνpn/pn−1(κpn−1) = νpn/pn−1(ηpn−1)κpn .

Thus, we have proved the lemma.
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