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Abstract

Vortex methods have made remarkable advancements in the past decade, and now offer

an interesting alternative to finite difference and spectral methods for the numerical

simulation of turbulence, especially for external flows involving unsteady vortical motion.

However, the lack of validation in simple flows has left many fundamental questions

unanswered. The aim of this thesis is to provide a concrete answer to these fundamental

questions by systematically benchmarking the vortex method for simple turbulent flows.

The simulation of turbulence requires the accurate prediction of the production and

dissipation of kinetic energy. In vortex methods, this is made possible by properly calcu-

lating the stretching term and diffusion term of the vorticity equation. The homogeneous

isotropic turbulence does not involve any mean shear and near wall effects. Therefore,

it is suitable for the isolated validation of the viscous diffusion problem, and serves as

the starting point of the present sequence of validation. The homogeneous shear flow

involves mean shear (strong stretching), but no near wall effects. Thus, it serves the

role of validating the stretching term, while adding minimum complexity to the isotropic

case. The turbulent channel flow involves all three difficulties but is still geometrically

simple and an equilibrium turbulent flow. The availability of credible references also

proved to be helpful when validating the near wall issues of vortex methods.

In all three flows, the present vortex method has shown quantitative agreement with

the reference calculations using finite difference and spectral methods. The match of

the decay rate of kinetic energy and the energy spectra in the homogeneous isotropic

turbulence calculation exemplifies the high accuracy of the present viscous diffusion

scheme. The match of the time evolution of the anisotropy tensors and joint probability

density functions of velocity in the homogeneous shear flow shows the soundness of our

stretching calculation. Finally, the agreement of the mean velocity profile in the turbulent

channel flow indicates the overall soundness of our vortex method in the presence of solid

boundaries.
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Chapter 1

Introduction

1.1 Background

This thesis is concerned with the validation of vortex methods (a Lagrangian numerical

method, based on the velocity-vorticity formulation) as a direct numerical simulation of

unsteady, incompressible, viscous flows. Vortex methods have made remarkable advance-

ments in the past decade, and now offer an interesting alternative to finite difference and

spectral methods for the numerical simulation of turbulence, especially for external flows

involving unsteady vortical motion. However, the lack of validation in canonical flows

has left many fundamental questions unanswered. The aim of this thesis is to provide

a concrete answer to these fundamental questions, and enhance the reliability of vortex

methods in engineering applications.

Vortex methods possess the following essential advantages over grid based methods.

First of all, vortex methods calculate the convection in a Lagrangian manner by moving

the calculation points according to the local velocity. Thus, it is free of numerical diffu-

sion and dispersion, and allows the use of larger time step sizes because it is not subject

to numerical instabilities arising from the convection. This feature alone allows the vor-

tex method to become an order of magnitude faster than finite difference methods.[1]

Furthermore, the velocity-vorticity formulation allows the vortex method to place calcu-

lation points only in the regions of non-zero vorticity. For external flows, this results in

a large reduction of the number of calculation points because the vorticity is confined to

a thin region near the wall. Despite these advantages, the vortex method has received

only a small amount of attention.

1



CHAPTER 1. INTRODUCTION

1.2 Related Previous Studies

The origins of the vortex method can be traced back to the inviscid two dimensional

calculations of the Kelvin-Helmholtz instability by Rosenhead.[2] The elements used in

this calculation were singular point vortices, which tracked the motion of the vortex

sheet roll-up. The study of Rosenhead was followed by similar calculations using regu-

larized point vortices, which resulted in a more stable calculation.[3][4] The convergence

of the two dimensional point vortex method for Euler’s equations was proven by Hald.[5]

Proof was provided for the existence of a solution as long as the vortex blobs overlapped

sufficiently. This was extended to three dimensions by Beale & Majda [6] using La-

grangian update to compute the stretching. Another ancestor of the vortex method is

the panel method[7], which is a method that solves the potential flow around a body of

arbitrary shape. It has been widely used in aeronautical industries during the 1980’s and

early-90’s. The panel method is nowadays considered as a special case of the boundary

element method.[8] Actually, all the techniques mentioned above can be integrated into

a single framework, as the solution of the Poisson equation using Green’s functions.[9]

Therefore, the detailed understanding of the individual methods mentioned above is not

a prerequisite for understanding modern vortex methods.

The extension to viscous flows has been the focal point of interest in vortex methods

during the 1980’s and early 1990’s. Among others, the random vortex method (RVM) by

Chorin[10], the core spreading method (CSM) by Leonard[11], and the particle strength

exchange (PSE) by Degond & Mas-Gallic,[12] were introduced as methods to calculate

the diffusion in vortex methods. The inherent difficulty in calculating the diffusion in

a Lagrangian framework has lead to the use of semi-Lagrangian methods such as the

vortex-in-cell (VIC).[13] The viscous treatment near the wall has been of prime difficulty

and also of prime importance, since the wall diffusion is the source of the entire vorticity

in the vortex method simulation. Chorin[14] first proposed a method that used sheet

elements that move randomly in the vicinity of a wall. Fishelov[15] used the Prandtl

equations for a thin layer to calculate the wall diffusion. Although some of these methods

evolved into rigorous direct numerical simulations of the Navier-Stokes equations during

the next decade, the methods mentioned above were in no way comparable to finite

difference methods of that time, in terms of both accuracy and speed. The intention

during this era was not to fully resolve the high Reynolds number fluid flow, but to

somewhat mimic the dominant vortex dynamics using discrete vortex elements.

During the 1990’s and early 2000’s, the viscous vortex method framework was rein-

forced by the introduction of essential tools. Winckelmans & Leonard [16] gives a detailed
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mathematical formulation of the three dimensional viscous vortex method, with partic-

ular emphasis on the smoothing functions and stretching term calculation. Remeshing

techniques to deal with the Lagrangian distortion of vortex elements were also introduced

during this period. The use of spatially varying element sizes has been investigated for

the VIC[17] and PSE[18]. Near wall treatment of vortex methods advanced remarkably

during this period. Koumoutsakos et al. formulated the basic equations for the two di-

mensional case.[19] The equations were slightly modified to achieve higher accuracy[20]

and extended to three dimensions by Ploumhans et al.[21] Furthermore, fast algorithms

such as the treecode by Barnes & Hut [22] and the fast multipole method (FMM) by

Greengard & Rokhlin [23] were applied to vortex method calculations. This reduced

the calculation cost from O(N2) to O(N log N) and O(N) for the treecode and FMM,

respectively. Specialized hardware for N -body problems were also developed during this

period[24] [25]. These efforts led to a new paradigm, i.e. solving flows of moderate

Reynolds numbers and fully resolving these flows. During this period, vortex methods

were applied to numerous complex applications, and their results showed that these

methods could indeed produce quantitatively correct results.

Recent interest in vortex method studies has been focused on the development of more

advanced tools, such as fast N-body solvers [26], high order convergent diffusion schemes

[27] [28], and efficient three-dimensional near wall treatment[29]. Further maturation of

each of these tools shall soon allow the vortex method to overcome most of its traditional

weaknesses. However, the lack of validation in canonical turbulent flows has left the

overall reliability of vortex methods in question. The independent sources of errors must

be investigated in simple flows, despite the fact that such flows are not always suitable

for showing the advantage of vortex methods.

A chronological table of the above mentioned evolution of vortex methods is shown

in Fig. 1.1.

1.3 Importance of Systematic Validation

The simulation of turbulence requires the accurate prediction of the production, trans-

port, and dissipation of kinetic energy. In vortex methods, this is made possible by

properly calculating the stretching term and diffusion term of the vorticity equation.

Vortex methods are a convergent method, but have multiple sources of numerical er-

rors. First, even if a high order convergent diffusion scheme is used, the diffusion term

calculation still contains a finite amount of error. The quantity of this error depends

3



CHAPTER 1. INTRODUCTION

Figure 1.1: Chronological Table of Vortex Methods
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on the spatial resolution, the overlap ratio of vortex elements [30], and the frequency of

remeshing [31], and cannot be neglected. Another source of error is the stretching term

calculation, which is highly sensitive to the spatial and temporal resolution due to its

non-linearity [16]. Also, for the regions with high shear, the stretching becomes intense

and the flow field becomes highly anisotropic. This may impose additional constraints

on the spatial and temporal resolution [31]. It is important to determine the relation

between the shear-rate and the constraints on resolution in the absence of a solid bound-

ary. Finally, for regions near a solid boundary, a high spatial resolution in the direction

normal to the wall is required. This imposes another restriction on the spatial resolution

of vortex elements. It is possible to find an optimum value for the spatial resolution,

temporal resolution, remeshing frequency, element anisotropy, and spatial variation of

the element size if, and only if, the sources of these errors are considered independently.

There have only been a few attempts to systematically investigate the independent

sources of the errors mentioned above. The two-dimensional isotropic turbulence was

calculated by Totsuka & Obi [32] using a vortex method and pseudo-spectral method.

The rate of energy decay had good agreement with the pseudo-spectral method when

spatial adaptation was implemented for their vortex method calculation. A related effort

was made by Cottet et al. [33] by comparing the vortex-in-cell method to a pseudo-

spectral method for the homogeneous isotropic turbulence. Their results also showed

good quantitative agreement between the vortex method and pseudo-spectral method

calculation, for both the decay of kinetic energy and the energy spectrum.

1.4 Objective

The present study aims to develop a vortex method, which is capable of reproducing the

dissipation and production of turbulent kinetic energy at an unprecedented accuracy.

In order to achieve this goal, the present study performs a systematic validation of

the key components of vortex methods. These key components include the ability to

properly calculate the balance between the cascade and dissipation of kinetic energy, the

production of the Reynolds stress due to high shear, and the production of vorticity at the

wall. The three-dimensional homogeneous isotropic turbulence was calculated in order

to assess the balance between the cascade and dissipation of kinetic energy. Following

that, the homogeneous shear flow was calculated in order to check the production of the

Reynolds stress due to high shear. Finally, the turbulent channel flow was calculated in

order to evaluate the production of vorticity at the wall.
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1.5 Present Contribution

The following numerical methods are either completely unique to the present study, or

were put to practical use for the first time in the present study.

1. A novel technique to perform the spatial adaptation for the core spreading method

without increasing the number of elements, is used for the first time in an actual

3-D turbulence

2. The method to generate the initial condition of vortex methods from the data of

grid based methods using radial basis function interpolation is developed and used

for the first time

3. The fast multipole method is extended to shear periodic boundary conditions for

the first time

4. A method to enforce a constant flow rate in a channel is developed and used for

the first time

1.6 Contents of the Thesis

The thesis is organized as follows. In chapter 2, the fundamentals of the present numerical

method are given. There exist a wide variety of methods referred to as “vortex methods”.

In order to clarify which of these numerical methods are used, and also to keep this

thesis self-contained, the derivation of the discretized equations are shown in detail. A

few illustrations are included to help realize the physical interpretation of the equations.

In chapter 3 the calculation of the homogeneous isotropic turbulence is discussed.

Some numerical techniques are introduced to solve this particular flow, such as the

periodic fast multipole method, and also the radial basis function interpolation. This

chapter first concentrates on the time evolution of the kinetic energy spectrum, where

the reproducibility of the energy cascade is examined. The focus then moves on to the

decay of kinetic energy and enstrophy. The velocity derivative skewness and flatness are

also examined to ascertain the soundness of higher order statistics. Subsequently, the

dependence on spatial resolution and Reynolds number is studied, in order to generalize

our observations. Following that, the spectral energy transfer is observed from a different

perspective by plotting all terms of the energy spectrum equation. Finally, the effect of

spatial adaptation is investigated for both viscous diffusion schemes.
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In chapter 4 the calculation of the homogeneous shear flow is discussed. The shear

periodic fast multipole method is introduced, and the vorticity equation is calculated

in a perturbation form. Using this technique, the vortex method calculation of the

homogeneous shear flow is performed and compared with a finite difference method.

The focus of this section is on the ability of vortex methods to reproduce the anisotropy

of turbulence, i.e. the ability of spherical vortex blobs to reproduce streaky global vortex

structures. Another objective is the assessment of the production of turbulence in vortex

methods, i.e. the validation of the vortex stretching term calculation for strongly strained

flows.

In chapter 5 the calculation of the turbulent channel flow is discussed, along with

some preliminary calculations for the laminar channel flow. The fast multipole method

is once again extended to a periodic boundary condition with two periodic directions.

Using this technique the vortex method calculation of a channel flow is performed and

compared with a finite difference calculation using the same calculation conditions. First,

the validity of the wall boundary condition for the vorticity is examined in the laminar

channel flow. Following that a parameter study is performed for the turbulent channel

flow.

In chapter 6 the overall conclusion is given, along with future prospects of vortex

methods. Supplementary material are given in appendices A-D. Especially, a detailed

explanation of the fast multipole method is given in appendix C.
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Chapter 2

Vortex Method

2.1 Introduction

The vortex method solves the following set of equations.

∇2u = −∇× ω, (2.1)

Dω

Dt
= ω · ∇u + ν∇2ω, (2.2)

where u is the velocity vector, ω is the vorticity vector, and ν is the kinematic viscosity.

When the velocity Poisson equation Eq. (2.1) is formulated as an integral equation using

Green’s functions, it yields the generalized Biot-Savart equation, as shown in section 2.2.

In the present vortex method the vorticity equation Eq. (2.2) is solved in a fractional

step manner by solving the first and second term on the right hand side separately. The

details of the method for solving the first term (stretching term) is shown in section 2.3,

while the method for solving the second term (diffusion term) is shown in section 2.4.

2.2 Biot-Savart Equation

The weighted residual formulation of Eq. (2.1) using the Green’s function G as the

weighting function becomes∫
Ω

G∇2udΩ = −
∫

Ω

G(∇× ω)dΩ, (2.3)

where Ω represents the entire calculation domain. The Green’s function for the three

dimensional Laplace equation is

G =
1

4πr
, (2.4)
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Figure 2.1: Boundary Element Solution of an Inviscid Flow Around a Circular Body

where r is the distance between two calculation points. After a little manipulation using

vector analysis and the divergence theorem, we obtain∫
Ω

u∇2GdΩ −
∫

Γ

[(n · u)∇G + (n × u) ×∇G]dΓ = −
∫

Ω

ω ×∇GdΩ + U∞, (2.5)

where Γ represents the boundary of the calculation domain, and U∞ is the free stream

velocity. See section A.3 of the appendix for details of the derivation. Due to the

following properties of the Green’s function
∫

Ω
∇2G = 1, interior∫

Ω
∇2G =

1

2
, boundary∫

Ω
∇2G = 0, exterior

(2.6)

Eq. (2.5) becomes

1

2
u −

∫
Γ

[(n · u)︸ ︷︷ ︸
σ

∇G + (n × u + ω)︸ ︷︷ ︸
γ

×∇G]dΓ = U∞, (2.7)

on the boundary of the calculation domain. This is solved by the boundary element

method using either source panels (σ) or vortex panels (γ). As an example, an illustration

of the flow around a circular body solved by source panels and vortex panels is shown in

Fig. 2.1.

Once the strength of the panels are calculated, the velocity at an arbitrary location

in the domain can be calculated from

u =

∫
Γ

[(n · u)∇G + (n × u) ×∇G]dΓ −
∫

Ω

ω ×∇GdΩ + U∞. (2.8)

9



CHAPTER 2. VORTEX METHOD

Σ

Figure 2.2: The Superposition of Gaussian Distributions

The boundary integral part is calculated by the boundary element method. Thus, the

remaining task is to solve

u = −
∫

Ω

ω ×∇GdΩ. (2.9)

The vorticity field is discretized by using a superposition of Gaussian distributions.

ωi =
N∑

j=1

αjζσ, (2.10)

where α is the vortex strength and

ζσ =
1

(2πσ2
j )

3/2
exp

(
−

r2
ij

2σ2
j

)
, (2.11)

is the Gaussian smoothing function. rij is the distance between point i and point j.

An image of what the superposition would look like, is shown in Fig. 2.2. Substituting

Eq. (2.10) into Eq. (2.9) yields

ui =
N∑

j=1

αjgσ ×∇G, (2.12)

where

gσ = erf

(√
r2
ij

2σ2
j

)
−

√
4

π

√
r2
ij

2σ2
j

exp

(
−

r2
ij

2σ2
j

)
. (2.13)

erf(x) is the error function

erf(x) =
2√
π

∫ x

0

e−t2dt. (2.14)

The complete form of the spatially discretized Biot-Savart equation is

ui =
N∑
j

rij × αj

4πr3
ij

[
erf

(√
r2
ij

2σ2
j

)
−

√
4

π

√
r2
ij

2σ2
j

exp

(
−

r2
ij

2σ2
j

)]
. (2.15)
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ω ω

ω
u

Figure 2.3: Graphical Representation of the Biot-Savart Equation

A schematic of what this equation physically represents, is shown in Fig. 2.3. Each

pairwise interaction of elements induces a velocity perpendicular to the distance vector

between the two elements. The velocity of an element is obtained by summing these

individual velocity vectors.

2.3 Stretching Term

2.3.1 Formulation

Starting from the Navier-Stokes equation

∂u

∂t
+ u · ∇u = −1

ρ
∇p + ν∇2u, (2.16)

and taking the curl, we obtain the vorticity equation,

∂ω

∂t
+ u · ∇ω = ω · ∇u + ν∇2ω, (2.17)

which is the Eulerian form. The vortex method solves this in the Lagrangian form
Dω

Dt
= ω · ∇u + ν∇2ω,

∂x

∂t
= u

(
Dx

Dt
= 0

)
,

(2.18)
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Figure 2.4: Graphical Representation of the Stretching Term

which corresponds to neglecting the convection term and moving the calculation points

according to their local velocity. This section deals with the rate-of-change of vorticity

caused by the stretching term,
Dω

Dt
= ω · ∇u. (2.19)

By substituting Eq. (2.10) into this equation we obtain

Dαi

Dt
= αi · ∇ui. (2.20)

Then substituting Eq. (2.12) results in

Dαi

Dt
=

N∑
j=1

αj∇(gσ ×∇G) · αi (2.21)

The complete form of the spatially discretized stretching term calculation is

Dαi

Dt
=

N∑
j

αi × αj

4πr3
ij

[
erf

(√
r2
ij

2σ2
j

)
−

√
4

π

√
r2
ij

2σ2
j

exp

(
−

r2
ij

2σ2
j

)]
(2.22)

+ (αi · rij)
αj × rij

4πr5
ij

[
3erf

(√
r2
ij

2σ2
j

)
−

(
r2
ij

σ2
j

+ 3

) √
4

π

√
r2
ij

2σ2
j

exp

(
−

r2
ij

2σ2
j

)]
.

A schematic of what this equation physically represents, is shown in Fig. 2.4 The vorticity

vector that is aligned with the principal axis of the shear is strengthened. This is the

result of the conservation of angular momentum, while the fluid is being strained.
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2.4 Viscous Diffusion

In this section, the methods to calculate the diffusion term

Dωi

Dt
= ν∇2ωi, (2.23)

are shown. This linear differential equation has an analytical solution

ωi =
αj

(4πνt)d/2
exp

(
−

r2
ij

4νt

)
. (2.24)

However, this solution itself cannot be directly implemented in the vortex method be-

cause ω is not a variable that the vortex elements possess. The diffusion must be rep-

resented by changing either σ, α, or u, which are the variables that are assigned to the

vortex elements. There are a wide variety of viscous diffusion schemes for vortex meth-

ods. Before giving a detailed description of the methods used in the present calculation,

the possible candidates are briefly introduced.

2.4.1 Review of Viscous Diffusion Schemes

Generally, Eulerian methods have difficulties in solving convection but can easily handle

diffusion, as to where Lagrangian methods can solve the convection in a straightforward

manner but have a problem with diffusion. Thus, the extension of vortex methods to

viscous flows has not been a straightforward task, and the diversity of methods has be-

come quite large. The random vortex method (RVM) by Chorin [10] uses a stochastic

interpretation of the diffusion equation. It has served an important role in the early

development of viscous diffusion schemes, but its slow convergence rate prompted the

development of alternative methods. The core spreading method (CSM) by Kuwahara

& Takami [4] or Leonard [11] uses a deterministic approach, which changes the standard

deviation of the Gaussian distribution of vorticity to match the fundamental solution

of the diffusion equation. A straightforward implementation of this method lacks con-

vergence due to the fact that the ever-expanding Gaussian distribution moves with the

velocity at its center. Local spatial refinement [34] can circumvent this problem, though

this will introduce a large amount of error without careful consideration [30][35].

The particle strength exchange (PSE) by Degond & Mas-Gallic [12] redistributes

the strength among vortex elements by solving the integral equation of the Laplacian

operator. The location of elements are used as quadrature points, thus requires them to

be nearly uniform for an accurate calculation. In highly strained fields this is impossible
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without frequent regridding, which will sacrifice the grid-free nature and also accumulate

numerical diffusion error without careful selection of the interpolation scheme [36]. The

vortex redistribution method (VRM) by Shankar & van Dommelen [37] also redistributes

the strength of vortex elements but by solving an underdetermined system of equations

to equate the truncated Taylor series of the new distribution with that of the exactly

diffused vorticity. Although, restrictions of particle nonuniformity are not as severe as

the PSE, it is obvious that a sufficient number must exist in the neighborhood. The

insertion and merging of particles is still an open area of research, as is the case with

splitting and merging particles in CSMs.

In most cases a vortex element has three properties, vortex strength, core radius,

and velocity. The CSM changes the core radius, PSE and VRM change the vortex

strength to account for diffusion. The diffusion velocity method by Ogami & Akamatsu

[38] modifies the velocity instead, where the diffusion velocity becomes the product of

−ν/ω and the gradient of vorticity. For regions of zero vorticity the −ν/ω becomes

singular, so an algorithm which does not increase the vorticity magnitude outside of the

computational vorticity support [39] is essential to this scheme. There exist many other

ways to calculate the viscous diffusion of vorticity using a semi-Lagrangian discretization,

such as the vortex in cell (VIC), free Lagrangian, triangulated, and moving least squares

(MLS). The present study focuses on pure Lagrangian schemes (with spatial adaptation),

thus semi-Lagrangian methods are out of scope.

In particular, two of these viscous diffusion schemes -the PSE and CSM- are selected.

The PSE is favorable in the sense that, it permits the use of higher order kernels, does

not require viscous splitting, and is a straightforward solution to the governing integral

equation. It has also been successfully implemented in many applications. On the other

hand, the CSM has the potential of becoming a pure Lagrangian scheme, despite its

reputation it once suffered from. Unlike, other viscous diffusion methods the CSM does

not require the use of any kind of mesh whatsoever, even for spatial adaptation. Further-

more, the spatial adaptation can be performed in a less ambiguous manner compared to

the VRM.

The PSE and CSM contrast with each other in many aspects, starting from the

physical property it changes, to the way it handles spatial adaptation of elements, as

shown in Fig. 2.5. It is worth investigating how these differences affect the performance

of the vortex method for the homogeneous isotropic turbulence. The details of the

calculation method of the two schemes are discussed below.
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Particle Strength Exchange Core Spreading Method

Figure 2.5: Difference of the PSE and CSM
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2.4.2 CSM

By substituting Eq. (2.11) into Eq. (2.10), it can be seen that changing the variance of

the Gaussian distribution according to

σ2 = 2νt, (2.25)

will result in the heat kernel Eq. (2.24). σ is often referred to as the core radius of

the vortex blob, and represents the physical length scale of the vortex elements. The

rate-of-change of the core radius is

Dσi

Dt
=

ν

σi

. (2.26)

A straightforward implementation of this method is non-convergent, because the core

radius eventually becomes too large to represent the local fluid motion. Splitting the

vortex elements into smaller ones [34] can circumvent this problem, though this will in-

troduce a large amount of error without careful consideration. Furthermore, the number

of elements required for an accurate splitting process becomes larger than the number

of elements required to sufficiently resolve the flow.

Barba et al. proposed an alternative method [30], which uses the radial basis function

interpolation to reproduce the field using smaller core sizes. In this case the number of

elements remains constant. An example of the interpolation process is shown in Fig.

2.6. First, the vorticity field is calculated from Eq. (2.10). Then, the core radius σ is

reduced to a sufficiently small size. Now the task is to recalculate the vortex strength

α to reproduce the original vorticity field. Eq. (2.10) can be viewed as a matrix vector

multiplication of the form 
...

ωi

...

 =


. . .

ζσ(rij)
. . .




...

αj

...

 . (2.27)

This linear matrix equation can be solved for to obtain α. Since ζσ decays rapidly, the

matrix in Eq. (2.27) is banded and easy to solve.

2.4.3 PSE

The PSE solves an integral equation for the Laplacian operator

∇2ωi =
2

σ2

∑
j

ησ(rij)(ωj − ωi)Vj, (2.28)
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Σ Σ

=

Small σLarge σ

Figure 2.6: Reproducing the Vorticity Field Using Smaller Core Size
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where V is the volume of the vortex element, and the PSE kernel is

ησ =
1

(2πσ2)d/2
exp

(
−

r2
ij

2σ2

)
. (2.29)

The Gaussian smoothing function Eq. (2.10) and Gaussian PSE kernel Eq. (2.29) are

identical. So by assuming σ2 = 2νt the PSE kernel will also reduce to the heat kernel.

However, unlike the CSM σ is not changed, but Eq. (2.28) and Eq. (2.29) are substituted

into Eq. (2.23) to obtain the rate of change of the vortex strength

Dαi

Dt
=

N∑
j

(Viαj − Vjαi)
2ν

σ2
j

1

(2πσ2
j )

3/2
exp

(
−

r2
ij

2σ2
j

)
, (2.30)

As the vortex method calculation proceeds, the vortex elements become more and

more disordered. This has a detrimental effect not only on the PSE diffusion calculation,

but also the velocity and stretching calculations. Therefore, it is common to remesh the

elements onto a uniform distribution every few timesteps. The interpolation is done by

integrating the vortex strength of the elements near-by using a weighting function of the

form

M ′
4(x) =


0, if |x| > 2,
1

2
(2 − |x|)2(1 − |x|), if 1 ≤ |x| ≤ 2

1 − 5x2

2
+

3|x|3

2
, if |x| ≤ 1

. (2.31)

This weighting function is plotted in Fig. 2.7

2.4.4 Time Stepping

In the present calculations, the second order Adams-Bashforth method is used for the

time stepping to update all variables.

xn+1
i = xn

i +
∆t

2

(
3un

i − un−1
i

)
, (2.32)

αn+1
i = αn

i +
∆t

2

(
3

Dαi

Dt

∣∣∣∣
n

− Dαi

Dt

∣∣∣∣
n−1

)
, (2.33)

σn+1
i = σn

i +
∆t

2

(
3

Dσi

Dt

∣∣∣∣
n

− Dσi

Dt

∣∣∣∣
n−1

)
. (2.34)

Although this method has stability issues in Eulerian methods, Lagrangian vortex meth-

ods do not share this problem. Without the stability problem, it is a second order method

that requires only one calculation per time step. Other high order methods such as the

Runge-Kutta require multiple calculations per time step.
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Figure 2.7: The M ′
4 Interpolation Kernel

2.5 Fast Multipole Method

The Biot-Savart and stretching calculation are accelerated by the fast multipole method

(FMM). The details of the FMM are given in appendix C. Here, the final equations for

the far field calculation are shown in the actual order that they are calculated. First, for

the Biot-Savart equation.

1. Particle to Multipole Translation (P2M)

Mm
n =

N∑
j=1

αjρ
n
j Y

−m
n (αj, βj), (2.35)

2. Multipole to Multipole Translation (M2M)

Mm
n (0, 0) =

n∑
k=−n

Dkm
n (−α,−β)Mk

n(α, β), (2.36)

Mk
j (0, 0) =

j∑
n=0

M̂k
j−n(0, 0)A0

nA
k
j−nρ

nY 0
n (0, 0)

(−1)nAk
j

, (2.37)

Mm
n (α, β) =

n∑
k=−n

Dkm
n (α, β)Mk

n(0, 0). (2.38)
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3. Multipole to Local Translation (M2L)

Mm
n (0, 0) =

n∑
k=−n

Dkm
n (−α,−β)Mk

n(α, β), (2.39)

Lk
j (0, 0) =

p−1∑
n=0

M̂k
n(0, 0)Ak

nA
k
j Y

0
j+n(0, 0)

(−1)jA0
j+nρ

j+n+1
, (2.40)

Lm
n (α, β) =

n∑
k=−n

Dkm
n (α, β)Lk

n(0, 0). (2.41)

4. Local to Local Translation (L2L)

Lm
n (0, 0) =

n∑
k=−n

Dkm
n (−α,−β)Lk

n(α, β), (2.42)

Lk
j (0, 0) =

p−1∑
n=j

L̂k
n(0, 0)A0

n−jA
k
j ρ

n−jY 0
n−j(0, 0)

Ak
n

, (2.43)

Lm
n (α, β) =

n∑
k=−n

Dkm
n (α, β)Lk

n(0, 0). (2.44)

5. Local to Particle Translation (L2P)

ui ≈
1

4π

p−1∑
n=0

n∑
m=−n

{
M∑

j=1

Lj

}
×∇Ri. (2.45)

For the stretching calculation the equations are identical except for the first and final

equations.

1. Particle to Multipole Translation (P2M)

Mm
n =

N∑
j=1

αj∇×
{
ρn

j Y
−m
n (αj, βj)

}
. (2.46)

5. Local to Particle Translation (L2P)

Dαi

Dt
≈ 1

4π

p−1∑
n=0

n∑
m=−n

(
M∑

j=1

Lj

)
(αi · ∇Ri). (2.47)

20



CHAPTER 2. VORTEX METHOD

2.6 Summary

In summary, the present vortex method code calculates the following equations. Each

vortex element holds seven variables (two vectors and one scalar); x, α, σ. These variables

are updated in the following order. First, it calculates the Biot-Savart equation to obtain

the velocity induced on the vortex elements.

Dxi

Dt
=

N∑
j

rij × αj

4πr3
ij

[
erf

(√
r2
ij

2σ2
j

)
−

√
4

π

√
r2
ij

2σ2
j

exp

(
−

r2
ij

2σ2
j

)]
.

Then, it solves the stretching term of the vorticity equation to obtain the rate-of-change

of vortex strength.

Dαi

Dt
=

N∑
j

αi × αj

4πr3
ij

[
erf

(√
r2
ij

2σ2
j

)
−

√
4

π

√
r2
ij

2σ2
j

exp

(
−

r2
ij

2σ2
j

)]

+ (αi · rij)
αj × rij

4πr5
ij

[
3erf

(√
r2
ij

2σ2
j

)
−

(
r2
ij

σ2
j

+ 3

) √
4

π

√
r2
ij

2σ2
j

exp

(
−

r2
ij

2σ2
j

)]
.

If the core spreading method is used as the diffusion scheme, the core radius is

expanded by
Dσi

Dt
=

ν

σi

.

Also, spatial adaptation is performed every few time steps, by recalculating the vortex

strength of the vortex elements with smaller core radii by solving a system of equations

for 
...

ωi

...

 =


. . .

ζσ(rij)
. . .




...

αj

...

 .

If the particle strength exchange is used as the diffusion scheme, the rate-of-change

of vortex strength is determined from

Dαi

Dt
=

N∑
j

(Viαj − Vjαi)
2ν

σ2
j

1

(2πσ2
j )

3/2
exp

(
−

r2
ij

2σ2
j

)
,

Remeshing is performed every few time steps, by interpolating the vortex strength onto

uniformly spaced vortex elements using

αi =
N∑

j=1

αjW (rij),
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where the M4′ interpolation kernel is used.

W (x) =


0, if |x| > 2,
1

2
(2 − |x|)2(1 − |x|), if 1 ≤ |x| ≤ 2

1 − 5x2

2
+

3|x|3

2
, if |x| ≤ 1

.

Finally, all variables are updated by the second-order Adams-Bashforth method

xn+1
i = xn

i +
∆t

2

(
3
∂xn

i

∂t
− ∂xn−1

i

∂t

)
,

αn+1
i = αn

i +
∆t

2

(
3

Dαi

Dt

∣∣∣∣
n

− Dαi

Dt

∣∣∣∣
n−1

)
,

σn+1
i = σn

i +
∆t

2

(
3

Dσi

Dt

∣∣∣∣
n

− Dσi

Dt

∣∣∣∣
n−1

)
.
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Chapter 3

Calculation of Isotropic Turbulence

3.1 Introduction

The simulation of turbulence requires the accurate prediction of the production, trans-

port, and dissipation of kinetic energy. In vortex methods, this is made possible by

properly calculating the stretching term and diffusion term of the vorticity equation.

Although vortex methods have made remarkable advancements in the past decade, they

still face numerous challenges, especially involving viscous diffusion schemes. The mesh-

free nature of vortex methods itself is a large advantage, but it is also the primary source

of this viscous diffusion problem. To solve these problems, numerous viscous diffusion

schemes have been proposed during the past quarter century, along with spatial adap-

tation schemes to handle the distortion of particles. It is important to first validate

these schemes in an environment, isolated from mean shear and near wall effects, but

still complex enough to represent general turbulent behavior, i.e. the cascade and decay

of kinetic energy. The homogeneous isotropic turbulence is an ideal test case in this

sense, and has been used to validate grid based direct numerical simulations (DNS) in

the past. The same can be done for vortex methods, as the first step toward developing

a mesh-free but rigorous turbulence simulation.

Only a small number of vortex methods have been tested for the homogeneous

isotropic turbulence. Cottet et al. [33] used the vortex-in-cell for the viscous diffu-

sion scheme and compared with a spectral method for N = 1283 grid points. The

evolution of the energy spectrum, kinetic energy, dissipation, enstrophy and skewness

were in excellent agreement. However, their method requires the use of a grid for the

stretching and velocity calculations, leaving only the convection to be calculated using

a Lagrangian discretization. Totsuka & Obi [32] compared the spectral method with
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the vortex method using the core spreading method and a Laplacian model used in the

moving particle semi-implicit (MPS), which is similar to the redistribution method in

vortex methods. All calculations are performed in 2-D and no spatial refinement is used

in the core spreading method. They use a particle insertion and merging technique for

the MPS Laplacian method and the energy spectrum agrees with the spectral method

for this case. Since the stretching term does not exist in the 2-D vorticity equation, their

calculation can be thought of as an assessment of the diffusion term only. It is necessary

to extend this to a 3-D flow and evaluate the balance between stretching and dissipation,

in order to validate both the cascade and dissipation of kinetic energy in vortex methods.

The absence of vortex method applications to homogeneous isotropic turbulence can

be explained by its comparative inefficiency for this particular flow. The calculation cost

becomes high compared to spectral methods because vortex methods do not benefit from

periodic boundary conditions, whereas the spectral methods enormously do. Even with

the use of fast algorithms, the speed of a N-body calculation is several orders lower than

a grid based fast Poisson solver as noted by Cottet et al. [33]. However, the vortex

method would become advantageous for external flows, where the vorticity is confined

to a finite region near the wall.

In the present study, an acceleration technique for the Biot-Savart calculation in a

periodic domain is developed and validated. With the help of this acceleration tech-

nique, the 3-D isotropic turbulence is calculated using the vortex method. A spectral

method calculation using the same number of elements N , Reynolds number Reλ and

initial condition, is used as a reference. The particle strength exchange (PSE) and core

spreading method (CSM) are selected as viscous diffusion schemes for the vortex method

to consider both possibilities. This study first concentrates on the time evolution of the

kinetic energy spectrum, where the reproducibility of the energy cascade is examined.

Our focus then moves on to the decay of kinetic energy and enstrophy. The velocity

derivative skewness and flatness are also examined to ascertain the soundness of higher

order statistics. Subsequently, the dependence on spatial resolution and Reynolds num-

ber is studied, in order to generalize our observations. Following that, the spectral energy

transfer is observed from a different perspective by plotting all terms of the energy spec-

trum equation. Finally, the effect of spatial adaptation is investigated for both viscous

diffusion schemes.
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3.2 Numerical Method

3.2.1 Spectral Method for Isotropic Turbulence

The spectral Galerkin method with primitive variable formulation is used in the present

study. When the pressure term is eliminated by considering the pressure Poisson equation

in wave space, we have

ûn+1
k = ûn

k − ∆tνk2ûn
k − ∆t ̂(un · ∇un)k + ∆t

k

k2

[
k · ̂(un · ∇un)k

]
. (3.1)

This is the actual equation which is solved, where ûk is the velocity in wave number

space, k is the wave number vector. A pseudo-spectral method was used to compute

the convolution sums, and the aliasing error was removed by the 3/2-rule. The time

integration was performed using the fourth order Runge-Kutta method for all terms. No

forcing was applied to the calculation, since it would be difficult to do so with vortex

methods.

3.2.2 Initial Condition for Isotropic Turbulence

The initial condition was generated in Fourier space as a solenoidal isotropic velocity

field with random phases and a prescribed energy spectrum

E ∼ k4 exp

(
−2k2

k2
p

)
, (3.2)

and transformed to physical space [41]. kp = 4 is the peak wave number. The grid points

are equally spaced and the calculation domain is [0, 2π]3. The resulting initial velocity

field has a Gaussian distribution and zero mean. The spectral method calculation uses

this initial condition directly.

The initial condition of the vortex method is generated as follows. First, the vortex

elements are placed at the grid points. The vorticity at the grid points are calculated from

the initial velocity field using a fourth order central difference method. The strength of

the vortex elements were calculated from this vorticity by solving a system of equations

by using a method described in section 3.3.6. The core radius of the vortex elements are

set to 2π/N and the overlap ratio is 1.

The vortex method calculation is performed without the use of a grid. The velocity

and stretching term calculation are performed by the periodic FMM. The diffusion is

calculated by either updating the cutoff radius or vortex strength for the CSM and PSE,

respectively. The PSE calculation is embedded in the direct calculation part of the
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Figure 3.1: Energy Spectrum Before and After Initialization

periodic FMM stretching routine. The position, vortex strength and cutoff radius are

updated by a second order Adams-Bashforth method. Vortex elements are convected

according to the periodic boundary condition, thus if an element moves out from one

side it comes in from the opposite side. For the energy spectrum calculation of the

vortex method, the velocity on the grid is calculated using the Biot-Savart law, and then

transformed to wave number space.

The accuracy of this initialization procedure is confirmed by comparing the energy

spectrum before and after the initialization. If this error turns out to be negligible

compared to the error in the vortex method itself, it would be fair to say that our

measures for initialization and energy spectrum calculation are adequate for the present

investigation.

In Fig. 3.1 the kinetic energy spectrum before and after the initialization procedure

are shown for different spatial resolutions. The total error involved in steps 2 and 4 are

small enough to produce a strict correspondence with the prescribed energy spectrum

for a range of E(k) that spans 10 digits. It is shown in the following section that the

errors associated with the vortex method calculation itself are much larger than this.

3.2.3 Periodic Boundary Condition

The calculation of homogeneous isotropic turbulence assumes periodicity in all directions.

In the present study the FMM is modified to include the effect of periodic boundary

conditions. Previous attempts to use the FMM in a periodic domain have a 3k × 3k × 3k
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Step.1 Step.2 Step.3 Step.4 Step.5

Step.6 Step.7 Step.8 Step.9 Step.10

Figure 3.2: Flow of periodic FMM calculation

structure [42], where k is the number of periodic image cells per dimension. The present

method forms a 2k × 2k × 2k structure, by grouping the cells in the following manner.

A schematic of the flow of calculation is shown in Fig. 3.2. The heavy black line

represents the original domain without periodic images. Although the figures are in 2-D,

they represent 3-D structures. In step 1, the original calculation domain is repeatedly

divided into smaller cells until the optimum level is reached. In step 2, the multipole

moments are calculated for each cell. In steps 3,4, and 5, the cells are repeatedly grouped,

and the multipole moments are shifted to the center of the larger cells. The only difference

between our method and the one by Lambert et al. [42] is how the periodic image cells

are grouped at step 5. Their method groups the original domain into one cell, and forms

a 3k × 3k × 3k structure thereafter. The present method forms a 2k × 2k × 2k structure

by leaving the original domain divided, while grouping with the outer cells. By doing so,

the original oct-tree structure of the FMM is retained throughout the entire calculation.

Thus, the complexity and error bounds directly follow that of the original FMM, and

will not be shown here.

In step 6, the multipole moments are translated to local moments for non-neighboring

cells. For example, the local moments of the dark grey cell are calculated from the

multipole moments of the light grey cells. In steps 7, 8, and 9, the cells are repeatedly

divided, and the local moments are translated to the center of these cells. The multipole

moments of the newly non-neighboring cells (shown in light grey) are also translated to

the divided cells (shown in dark grey). Finally, the effect of the neighboring cells at the

optimum level are directly calculated at step 10.

The spectral method solves the Navier-Stokes equation in Fourier space Eq. (3.1),
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Figure 3.3: Relative error of the Biot-Savart calculation using periodic FMM for a dif-

ferent number of periodic image cells

and considers the periodic boundary conditions exactly. On the other hand, the periodic

FMM is an approximation, where the accuracy can be controlled by adjusting the number

of periodic image cells 2k × 2k × 2k, and the order of multipole expansion p.

We will examine how the accuracy of the periodic boundary approximation is affected

by the number of periodic image boxes, and also the order of the multipole expansion.

This is done by placing N = 100 particles with random coordinates and random vortex

strength within a [−π, π]3 domain and calculating for the 2k × 2k × 2k periodic images

using the periodic FMM. The result of the direct calculation for k = 8 is used as a

reference value. The results for different orders of multipole expansion p are shown in

Fig. 3.3. The relative velocity difference is calculated by taking the root mean square

of the velocity difference at each point. The relative velocity error decreases as k is

increased until it reaches the accuracy limit of the FMM for the given order of multipole

expansions p. For the present calculations p = 10 and k = 4 are selected, so that the

relative velocity difference is lower than 10−3.

The periodic FMM calculation for the test cases shown above took only a few seconds.

For the actual calculation of isotropic turbulence the number of particles can reach

N = 1283. The FMM Biot-Savart calculation for the unit cell without periodic images

takes around 100 seconds for a problem of this size. Since the calculation cost of the

periodic image cells remains constant regardless of N , the additional effort to include
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periodic effects is less than 3% of the total. Lambert et al. [42] mention that their

method takes about 25 − 30% more time to compute the periodic effects for N = 105.

For this N , our method would have a similar percentage.

3.3 Results and Discussion

3.3.1 Isosurface of the Second Invariant

The qualitative difference between the spectral method and the vortex method is com-

pared by observing the isosurface of the second invariant of the velocity derivative tensor,

otherwise known as the Q criterion. By setting Q to a negative value, it is possible to

extract the vortical structures in the isotropic turbulence. The isosurface for Q = −0.5

for the spectral method and the vortex method using the PSE and CSM are shown in

Fig. 3.4. There is little difference between the three methods. The position and shape

of the vortical structures match quite well.

3.3.2 Energy Spectra and Statistics

The transfer and dissipation of kinetic energy determines the shape of the energy spec-

trum. Therefore, if the vortex method is unable to calculate either of these correctly,

it would immediately result in a discrepancy in the energy spectrum. The results are

presented for a calculation having an initial Reλ of 25 and number of elements N = 643.

The time increment is ∆t = 0.005 for all calculations, including the spectral method.

This corresponds to a quarter of the Kolmogorov time scale, and the Courant number

u∆t/∆x never exceeds 0.5. No spatial refinement is performed for these calculations.

The effect of spatial refinement will be considered for the PSE and CSM separately in

sections 3.3.5 and 3.3.6, respectively.

The kinetic energy, enstrophy and velocity derivative moments are calculated from

K =
1

2
u2

i , (3.3)

ζ = ω2
i , (3.4)

Fn =
(∂u1/∂x1)n

(∂u1/∂x1)2
1
2
n
. (3.5)

Also, the integral scale, Taylor’s micro scale, micro scale Reynolds number, and eddy
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(a) SGM (b) PSE

(c) CSM

Figure 3.4: Isosurface of the second invariant Q = −0.5
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Figure 3.5: Kinetic Energy Spectra for Reλ = 25, N = 643. (a) Spectra at t/T = 2. (b)

Spectra at t/T = 4.

turnover time have the following relation.

L =
π

2u′2

∫
k−1E(k)dk, (3.6)

λ =
√

15νu′2/ε, (3.7)

Reλ = u′λ/ν, (3.8)

T = L/u′. (3.9)

where u′ = 2
3
K. The kinetic energy spectra for different times are shown in Fig. 3.5.

The time t/T is in eddy turnover units, where T = 0.25. ’SGM’, ’PSE’, and ’CSM’

stand for the spectral Galerkin method, particle strength exchange, and core spreading

method, respectively. Note that the scaling of the vertical axis is different from Fig. 3.1,

indicating that the initialization error is negligible for these calculations.

All energy spectra start out from the prescribed initial spectrum, and rapidly cascade

the energy down to the higher wave numbers at the earlier stages of the calculation.

Once the higher wave numbers contain a certain amount of energy, the entire spectrum

gradually decays. At t/T = 2 the three methods behave quite similarly. However, at

t/T = 4 the CSM spectrum is about two orders of magnitude larger than the other two.

Also, the PSE shows a jump at the tail of the spectrum. For these calculations the

Kolmogorov scale is η ≈ 0.05 and the wave number corresponding to this scale is k ≈ 20.

It can be seen that the PSE is very close to matching the SGM up to this wave number.
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Figure 3.6: Statistical Properties for Reλ = 25, N = 643. (a) Kinetic energy. (b)

Enstrophy. (c) Skewness. (d) Flatness.
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The energy spectrum alone is insufficient for the justification of our methods. The

errors accumulating in the vortex method calculation become clear in the following time

evolution plots. In Fig. 3.6 the time evolution of kinetic energy, enstrophy, velocity

derivative skewness and flatness are shown. Their initial values are the same, but grad-

ually diverge. The kinetic energy and enstrophy are known to show self-similar behavior

at the final period of isotropic decay. This should result in a linear gradient at the end

of these log-log plots. For the kinetic energy, only the SGM shows such behavior. The

PSE fails to decay the kinetic energy properly at later time steps. The CSM decays only

slightly, until the calculation starts to diverge at t/T ≈ 3. For the enstrophy, the PSE

shows self-similar behavior, whereas the CSM does not even decrease. The skewness and

flatness of the velocity derivative behave similarly for the PSE and SGM. The CSM is

able to reproduce the initial drop in the skewness but behaves strangely just prior to

the blow up. Judging from the results of forced simulations for similar Reλ by Jimenez

et al. [43] and also Pumir [44] the skewness and flatness should reach values somewhere

between 0.45 − 0.49 and 3.5 − 4.0, respectively. In this sense, the PSE estimates the

velocity derivative moments quite well, while the flatness of the CSM prior to the blow

up seems to be considerably small compared to the above mentioned criteria.

3.3.3 Spatial Resolution and Reynolds Number Dependence

So far, our knowledge of the performance of vortex methods is limited to a certain

Reynolds number, and certain spatial resolution. One would naturally think that in-

creasing the spatial resolution while retaining the Reynolds number would reduce the dis-

cretization errors in the calculation. Conversely, there should exist a maximum Reynolds

number for which the vortex method can accurately calculate for a given number of

elements. These two issues are inextricably linked, and should be investigated simulta-

neously.

The Reynolds number of the flow is doubled by quadrupling the strength of the

prescribed energy spectrum in Eq. (3.2). Hence, the initial velocity fluctuation is doubled

and the viscosity is unchanged. Also, the time increment is halved to account for the

increase in the velocity magnitude in high Reλ cases.

The kinetic energy spectra for 4 different cases are shown in Fig. 3.7. As mentioned

earlier, the Kolmogorov wave length is k ≈ 20 for Reλ = 25. For Reλ = 50 it is

k ≈ 30. The spectrum of the PSE diverges from the SGM at a wave number higher than

the Kolmogorov wave number for all calculation conditions except Reλ = 50, N = 64.

Furthermore, increasing the spatial resolution shifts the bifurcation point of the PSE to

33



CHAPTER 3. CALCULATION OF ISOTROPIC TURBULENCE

10
0

10
1

10
2

10
−4

10
−2

10
0

10
2

k

E
(k
)

initial

SGM

PSE

CSM

10
0

10
1

10
2

k

initial

SGM

PSE

CSM

10
0

10
1

10
2

10
−4

10
−2

10
0

10
2

k

E
(k
)

initial

SGM

PSE

CSM

10
0

10
1

10
2

k

initial

SGM

PSE

CSM

Figure 3.7: Kinetic Energy Spectra at t/T = 2. (a) Reλ = 25, N = 64. (b) Reλ = 25,

N = 128. (c) Reλ = 50, N = 64. (d) Reλ = 50, N = 128.
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a higher wave number. On the other hand, it is difficult to tell from these plots whether

or not the CSM results are improved for higher spatial resolution calculations.

The decay of kinetic energy for the 4 different cases are shown in Fig. 3.8. The CSM

calculation diverges at t/T ≈ 3 for all 4 conditions. For the most poorly resolved case

(c), the PSE also diverges at around the same time. At this Reλ and N even the SGM

should be slightly under-resolved but it does not diverge. These results indicate that the

vortex methods require more computation elements compared to spectral methods, in

order to calculate high Reynolds number flows stably. It is also clear that the results of

the PSE do not improve when the spatial resolution is increased.

By looking at the four cases of Reλ = 25, 50 and N = 643, 1283 in a comprehensive

manner, the following observations can be made. First, the CSM is indeed valid for

a short time t/T = 2 and predicts the energy spectrum, kinetic energy and enstrophy

decay, and also the initial drop of the velocity derivative skewness reasonably well during

this finite time span. The length of this time is independent of Reλ and N , since all

calculations diverge at t/T = 3. Therefore, it is suspected that the divergence occurs

when the overlap ratio σ/∆x exceeds a certain limit, since its value is kept equal for all

calculation conditions. Hence, the overlap ratio is bounded by a minimum and maximum

value, and requires further investigation to ascertain the presence of an optimum range.

This optimum range can then be used to obtain the frequency of spatial adaptation in

CSMs. This issue will be considered further in section 3.3.6 along with the effect of

spatial adaptation.

Another comprehensive observation is that the PSE agrees well with the SGM for

large time steps and for most configurations, except the most poorly resolved case (Reλ =

50, N = 643). Furthermore, the PSE yields higher accuracy when the spatial resolution

is increased, and for these cases it matches the energy spectrum of the SGM up to the

Kolmogorov wave number for a significantly long time. This fact alone demonstrates the

high accuracy of the PSE vortex method. Though, a few problems remain unsolved. It

has been shown that the insufficient decay rate of the kinetic energy in PSE calculations

persists for all calculation conditions. Based on the observations of the 2-D isotropic

turbulence calculation [32], where the decay rate of the kinetic energy matched that of the

2-D spectral method, the problem is likely to be the vorticity stretching term calculation,

which is unique to a 3-D calculation. In the next section the spectral energy transfer is

evaluated, in order to look at the stretching term error from a different perspective.
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Figure 3.8: Kinetic Energy Decay. (a) Reλ = 25, N = 64. (b) Reλ = 25, N = 128. (c)

Reλ = 50, N = 64. (d) Reλ = 50, N = 128.
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3.3.4 Spectral Energy Transfer

Our main concern is how accurately the vortex method can predict the energy cascade.

Plotting the energy spectra is one way to observe this. A more straightforward procedure

to evaluate the spectral energy transfer would be to plot each term in the energy spectrum

equation. In an isotropic turbulence the pressure terms drop out to yield,

∂E

∂t
(k, t) = T (k, t) − 2νk2E(k, t). (3.10)

The first term on the right hand side is the transfer term, which expresses the amount of

energy being transferred between the wave numbers. The second term is the dissipation

term, which accounts for the energy being dissipated at that particular wave number.

The balance of these two determine the rate of change in kinetic energy contained in

each wave number.

The terms of the energy spectrum equation for Reλ = 25, N = 643 at t/T = 2 are

plotted in Fig. 3.9. It is impossible to plot for later times because the CSM diverges

shortly after this time. Plots (a)-(c) show the balance of the 3 terms for each method.

Although there are some quantitative discrepancies between the 3 plots, the qualitative

behavior is quite similar. The transfer term T is negative at lower wave numbers and

positive at higher wave numbers, indicating that the energy is being cascaded to smaller

scales. At the higher wave numbers the dissipation term has a negative peak and indicates

that the kinetic energy is dissipated at smaller scales. The fact that Fig. 3.9 (c) shows a

large quantitative discrepancy between the CSM and the other two methods cannot be

neglected. Investigating the terms of the energy spectrum equation has reveled further

problems in the CSM, but does not clarify the insufficient decay rate of the PSE.

3.3.5 Spatial adaptation in PSE

As the vortex method calculation proceeds, the vortex elements become more and more

disordered. This has a detrimental effect not only on the PSE diffusion calculation, but

also the velocity and stretching calculations. The particle density distribution throughout

the flow field is examined by making use of the FMM box structure. The FMM can

identify and index all particles in the vicinity of any given particle. Since this box

structure is used to calculate the velocity, stretching and PSE diffusion calculations,

monitoring the particle density using this method shows the direct relation between the

magnitude of Lagrangian distortion and the error caused by it.

The case for Reλ = 25 and N = 643 is considered, for which the FMM divides the

domain into 84 boxes. One box contains an average of 64 particles, so if one considers
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Figure 3.9: Energy Spectrum Equation Budget. (a) SGM. (b) PSE. (c) CSM.
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σ

Figure 3.10: Statistics of the Particle Distribution. (a) Mean & RMS. (b) Skewness &

Flatness.

particles in the 26 neighboring boxes the total should be 27 × 64 = 1728. This value

differs between dense regions and sparse regions, and our concern is exactly how large

this difference is, and how this changes as the calculation proceeds. Fig. 3.10 shows

the mean, standard deviation, skewness, and flatness of the particle density distribution.

The mean value is always 1728, since the total number of particles does not change.

The standard deviation is 0 for the initially uniform distribution, and grows rapidly at

the earlier stages of the calculation. However, the increment becomes moderate at later

stages and the final value is still less than 1% of the mean. The skewness fluctuates

between −0.5 and 0.5, and the flatness jumps at the first few time steps but remains

close to 3 otherwise, which is common for an initially uniform distribution subject to

random movement.

Next, a standard remeshing technique is used to maintain the uniformity of particles.

The M ′
4 function is used as the interpolation formula.

M ′
4(x) =


0, if |x| > 2,
1

2
(2 − |x|)2(1 − |x|), if 1 ≤ |x| ≤ 2

1 − 5x2

2
+

3|x|3

2
, if |x| ≤ 1

(3.11)

The remeshing is performed every 10 times steps, which corresponds to t/T=0.2. Judg-

ing from Fig. 3.10, the standard deviation of the particle density distribution should

remain less than 0.1% of the mean. The kinetic energy spectra for the remeshed PSE at

Reλ = 25 and N = 643 are shown in Fig.3.11. The PSE without remeshing and SGM
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Figure 3.11: Kinetic Energy Spectra for PSE with remeshing. (a) Spectra at t/T = 2.

(b) Spectra at t/T = 4.

are also plotted as reference. The remeshed PSE no longer shows the jump at the tail

of the spectrum. At t/T = 2 it matches the SGM up to the highest wave numbers. At

t/T = 4 the remeshed PSE slightly over-predicts a broad band of the spectrum, but is

much closer to the SGM than the PSE without remeshing.

The time change of statistical values for the remeshed PSE are plotted in Fig. 3.12.

The decay of kinetic energy has improved slightly at the end but is still different from

that of the SGM. This supports our assumption that this error is caused by the error

in stretching calculations, and has nothing to do with Lagrangian distortion of parti-

cles. Furthermore, when the remeshing is performed the velocity derivative skewness

shows strange behavior at the end. The homogeneous isotropic turbulence is a flow field

with minimum Lagrangian distortion effects. For this particular flow, the only effect of

remeshing seems to be the suppression of the noise at the tail of the energy spectrum,

and a small improvement in the kinetic energy decay.

3.3.6 Spatial Adaptation in CSM

The CSM is able to calculate accurately for a limited time, and diverges after that.

This behavior is not only well known, but is also mathematically predictable [45]. The

core radius eventually becomes too large for a sufficient spatial resolution of the local

fluid motion. However, the CSM is known to converge if spatial refinement is performed
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Figure 3.12: Statistical Properties for PSE with remeshing. (a) Kinetic energy. (b)

Enstrophy. (c) Skewness. (d) Flatness.

41



CHAPTER 3. CALCULATION OF ISOTROPIC TURBULENCE

10
0

10
1

10
2

10
−4

10
−2

10
0

10
2

k

E
(k
)

initial

SGM

CSM

CSM(remesh)

10
0

10
1

10
2

k

initial

SGM

CSM

CSM(remesh)

Figure 3.13: Kinetic Energy Spectra for CSM with spatial adaptation. (a) Spectra at

t/T = 2. (b) Spectra at t/T = 4.

either globally [30] or locally [35]. In the present calculations, the use of splitting methods

would have been difficult since the calculation cost would become overwhelming for an

already spatially well resolved simulation.

One way to perform spatial refinement without increasing the number of elements

would be to use the radial basis function interpolation [30] for smaller sized blobs to

reproduce the vorticity field. This method has been applied by solving a system of

equations given by

ωi =
N∑

j=1

αjζσ, (3.12)

for the initial core radius σ = 2∆x. The BICGSTAB method without preconditioning is

used for the iteration, and calculated until the L2 norm error was less than 10−3. The

FMM box structure was also used to calculate Eq. (3.12) efficiently inside the BICGSTAB

iteration. One spatial adaptation step takes the same amount of time as 5 vortex method

time steps. Hence, if the spatial adaptation is performed every 5 time steps, it will double

the total calculation time.

The kinetic energy spectra with spatial adaptation for Reλ = 25 and N = 643 are

shown in Fig. 3.13, along with the CSM without spatial adaptation and SGM. The

spatial adaptation is performed every 10 time steps. ’CSM(remesh)’ denotes the CSM

with spatial adaptation. At t/T = 2 the CSM with spatial adaptation under-estimates

the higher wave numbers. However, as the calculation proceeds, the spectrum of the

42



CHAPTER 3. CALCULATION OF ISOTROPIC TURBULENCE

10
0

10
1

10
−1

10
0

t/T

K

SGM

CSM

CSM(remesh)

10
0

10
1

10
1

10
2

t/T

ζ

SGM

CSM

CSM(remesh)

10
0

10
1

−0.6

−0.5

−0.4

−0.3

−0.2

−0.1

0

t/T

F
3

SGM

CSM

CSM(remesh)

10
0

10
1

0

1

2

3

4

5

6

t/T

F
4

SGM

CSM

CSM(remesh)

Figure 3.14: Statistical Properties for CSM with spatial adaptation. (a) Kinetic energy.

(b) Enstrophy. (c) Skewness. (d) Flatness.
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Figure 3.15: Growth of the Core Radius. (a) Without Spatial Adaptation. (b) With

Spatial Adaptation.

CSM with spatial adaptation becomes closer to the SGM. This is completely different

from the CSM without spatial adaptation, which diverges at t/T ≈ 4.

Next, the kinetic energy, enstrophy, velocity derivative skewness, and flatness are

shown in Fig. 3.14 for the same calculations. The CSM with spatial adaptation almost

completely matches the SGM. These results are quite encouraging, and it is fair to say

that the core spreading method with spatial adaptation is indeed a very accurate viscous

diffusion scheme.

Finally, the growth of the core radius is shown for the cases with and without spatial

adaptation in Fig. 3.15. The initial core radius is 2π/64 ≈ 0.1 and nearly doubles by the

time t/T = 10 without spatial adaptation. However, with the spatial adaptation, the

core radius increases by only 1%. A thorough investigation of the frequency of spatial

adaptation or the optimum overlap ratio range is out of scope of the present investigation.

However, we will note that such an investigation is important and maybe inevitable in

the future of vortex methods.

3.4 Conclusions

The vortex method is applied to the calculation of a decaying homogeneous isotropic

turbulence of Reλ = 25, 50 and the results are compared with a spectral method cal-

culation. The core spreading method and particle strength exchange were selected as
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the viscous diffusion scheme, and the effect of spatial adaptation was examined. The

following conclusions are drawn from the results of our calculations.

For the particle strength exchange, the discrepancy of the kinetic energy spectrum

between the vortex method and spectral method is less than 1%, up to the dissipation

wave number. The number of elements required however, seems to be much larger than

that of the spectral method. Also, the use of remeshing has minimal effect in an isotropic

turbulence, where the results with and without remeshing differ only by 0.01%.

The results of the core spreading method are only valid until t/T ≈ 2 without spatial

adaptation. However, the use of the radial basis function interpolation for spatial adap-

tation proved to be very effective. It not only keeps the calculation from diverging, but

allows the core spreading method to calculate the kinetic energy decay at an accuracy

close to that of the spectral methods until t/T ≈ 20. The quantitative difference at

t/T ≈ 20 is approximately 3%.

The overall conclusion corresponding to the initial objective is that the vortex method

can calculate the dissipation in the isotropic turbulence correctly if the following condi-

tions are satisfied. The spatial resolution must be satisfactory. If the PSE is used no

spatial adaptation is required for this flow. However, if the core spreading method is

used, the spatial adaptation must be performed.
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Chapter 4

Calculation of Homogeneous Shear

Flow

4.1 Introduction

In this section, the homogeneous shear flow is considered. A novel technique for cal-

culating the FMM under shear periodic boundary conditions is presented. Using this

technique, the vortex method calculation of the homogeneous shear flow is performed

and compared with a finite difference method. The focus of this section is on the ability

of vortex methods to reproduce the anisotropy of turbulence, i.e. the ability of spherical

vortex blobs to reproduce streaky global vortex structures. The shear-rate is selected so

that it matches the maximum shear-rate observed at y+ ≈ 10 in near wall flows [46]. An-

other objective is the assessment of the production of turbulence in vortex methods, i.e.

the validation of the vortex stretching term calculation for strongly strained flows. The

present calculation of the homogeneous shear flow may be considered as an intermediate

validation step, which will fill the gap between the calculation of isotropic turbulence

and wall bounded flows.
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4.2 Numerical Method

4.2.1 Homogeneous Shear Equations

The Navier-Stokes and pressure Poisson equation for the fluctuating components are

∂ui

∂t
+ fi = −1

ρ

∂p

∂xi

+ ν
∂2ui

∂x2
j

, (4.1)

∂2p

∂x2
i

= −ρ
∂fi

∂xi

. (4.2)

In spectral form they become

∂ûi

∂t
+ f̂i = −1

ρ
ιkip̂ + νk2ûi, (4.3)

−k2p̂ = −ριkj f̂j. (4.4)

fi is the convection term

fi = uj
∂ui

∂xj

. (4.5)

When one considers a mean shear Ui = Sx3δi1, only the convection term changes

fi = uj
∂ui

∂xj

+ Sx3
∂ui

∂x1

+ Su3δi1, (4.6)

and the other parts remain the same. Furthermore, if the coordinate transform Xi =

xi − Stx3δi1 is performed, the equations for the fluctuating components yields

∂ui

∂t
+ fi = −1

ρ

(
∂p

∂xi

− St
∂p

∂x1

δi3

)
+ ν

(
∂2ui

∂x2
j

− 2St
∂2ui

∂x1∂x3

+ S2t2
∂2ui

∂x2
1

)
, (4.7)

∂2p

∂x2
i

− 2St
∂2p

∂x1∂x3

+ S2t2
∂2p

∂x2
1

= −ρ

(
∂fi

∂xi

− St
∂f3

∂x1

)
. (4.8)

The spectral from of these equations are

∂ûi

∂t
+ f̂i = −1

ρ
(ιki − Stιk1δi3) p̂ + ν

(
k2 − 2Stk1k3 + S2t2k2

1

)
ûi (4.9)

−
(
k2 − 2Stk1k3 + S2t2k2

1

)
p̂ = −ρ

(
ιkj f̂j − Stιk1f̂3

)
, (4.10)

and the corresponding convection term can be expressed as

fi = uj
∂ui

∂xj

− Stu3
∂ui

∂x1

+ Su3δi1. (4.11)
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4.2.2 Vortex Method for Homogeneous Shear Flows

The flow of interest is an incompressible, turbulent shear flow subject to a mean shear.

In the present calculation, the instantaneous velocity and vorticity are decomposed into

the time-averaged component and the fluctuating component.

ũi = Ui + ui, (4.12)

ω̃i = Ωi + ωi. (4.13)

Without loss of generality, one may assume that the mean velocity is unidirectional in

the downstream direction x1 and has a constant shear-rate S in the vertical direction x3.

Ui = Sx3δi1. (4.14)

The corresponding transport equation for the fluctuating component of vorticity can be

written as
Dωi

Dt
= ωj

∂ui

∂xj

+ S
∂ui

∂x2

+ Sω3δi1 + ν
∂2ωi

∂xj∂xj

, (4.15)

where u is also the fluctuating component of velocity. The second and third term on the

right hand side of Eq. (4.15) are the additional stretching terms, which reflect the effect

of mean shear.

In the present vortex method, Eq. (4.15) is discretized by expressing the vorticity

field as a superposition of Gaussian distributions,

ζσ =
1

(2πσ2)3/2
exp

(
−|x|2

2σ2

)
, (4.16)

where σ is the core radius of the vortex element, and |x| is the distance between two

vortex elements. Thus, the vorticity vector at point p is calculated by summing the

influence of all particles q, each having a Gaussian distribution,

ωp
i =

N∑
q=1

ζσα
q
i , (4.17)

where α is the strength of the vortex element.

The velocity is calculated as the sum of the Biot-Savart velocity and the mean shear,

up
i =

N∑
q=1

εijkα
q
jgσ

∂G

∂xq
k

+ Sxp
3δi1, (4.18)
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where xi = xp
i − xq

i is the distance vector and gσ is the cutoff function, which has the

form

gσ = erf

(
|x|
2σ

)
−

√
2

π

|x|
σ

exp

(
−|x|2

2σ2

)
. (4.19)

G is the free space Green’s function of the Laplace equation, and its dipole and quadrupole

are

∂G

∂xi

= − xi

4π|x|3
, (4.20)

∂2G

∂xi∂xj

= − 1

4π

(
δij

|x|3
− 3xixj

|x|5

)
. (4.21)

Similarly, the vorticity stretching terms of Eq. (4.15) can be written as

Dαp
i

Dt
=

N∑
q=1

εijkα
p
l α

q
j

∂

∂xp
l

(
gσ

∂G

∂xq
k

)
+ Sεijkα

q
j

∂

∂xp
2

(
gσ

∂G

∂xq
k

)
+ Sαp

3δi1. (4.22)

The diffusion term of Eq. (4.15) is solved by the core spreading method with spatial

adaptation.

For the calculation of Eq. (4.18) and Eq. (4.22), the shear periodic boundary condition

is enforced by using a shear periodic FMM mentioned in section 4.2.3. Upon calculating

the convection, the shear periodic boundary condition requires the elements that move

out of the domain in the vertical direction x3 to consider the shear when re-entering from

the other side. For example, the elements that move out of the domain from (x1, x2, π)

re-enter the domain from (x1 − 2πSt, x2,−π), where S is the shear-rate and t is time.

The elements that move out of the domain in other directions re-enter from the opposite

side by adding or subtracting 2π from the coordinates.

4.2.3 Shear Periodic Fast Multipole Method

The fast multipole method (FMM) has been extended to periodic boundary conditions

by Lambert et al. [42], where the boundary condition is approximated by using a finite

number of periodic images. The shear periodic boundary condition itself has been used

in non-equilibrium molecular dynamics.[47] However, to the authors’ knowledge, there

have been no extensions of the FMM to shear periodic boundary conditions. A novel

technique is introduced to extend the FMM to shear periodic boundary conditions.

The flow of calculation of the shear periodic FMM is analogous to that of the periodic

FMM. One major difference between the periodic FMM and shear periodic FMM is the

treatment of periodic images in the sheared direction. In the case of a non-sheared
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Figure 4.1: Schematic of Element Shifting in Shear Periodic FMM

periodic FMM, the multipole expansions for the periodic image cells are identical to

that of the original cell. In other words, the periodicity of the field allows one to use the

multipole expansions of the original domain to consider the contribution of the periodic

images. However, for the shear periodic FMM, the multipole expansions of the periodic

image cells in the sheared direction are not identical to those of the original cell. We

shall refer to these cells as “shear periodic image cells”.

A schematic of the shear periodic image cells is shown in Fig. 4.1. The solid lines

represent the boundary of the original domain [−π, π]. The dashed lines represent the

boundary of the shear periodic image cells. Fig. 4.1 (a) describes how the elements

inside the shear periodic image cells are shifted. Fig. 4.1 (b) shows how the multipole

expansions are calculated on an aligned cell structure. Thus, the elements that fall

outside of the domain when shifted, are moved to the other side to fill the cell structure.

It is necessary to calculate the multipole expansion for all periodic image cells in the x3

direction, each with a different shifting distance. The Nth shear periodic image cell in

the ±x3 direction is shifted by ±2πNSt. Thus, the particle to multipole translation is
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Figure 4.2: Flow of Calculation in Shear Periodic FMM

calculated by

Xj = xj ± 2πNSt, (4.23)

ρj =
√

X2
j + y2

j + z2
j , (4.24)

αj = tan−1

(
yj

Xj

)
, (4.25)

βj = cos−1

(
zj

ρj

)
, (4.26)

Mm
n =

N∑
j=1

αjρ
n
j Y

−m
n (αj, βj). (4.27)

A schematic of the flow of calculation is shown in Fig. 4.2. The heavy lines represent

the boundary of the original domain [−π, π]. In step 1, the original calculation domain

is repeatedly divided into smaller cells until the optimum level is reached. In step 2, the

multipole expansion is calculated at the center of each cell. In steps 3 and 4, the cells

are repeatedly grouped, and the multipole expansion is shifted to the center of the larger

cells. Steps 1 through 4 are repeated for all shear periodic image cells.

In step 5, the cells are further grouped and the multipole expansions are shifted to the

center of larger cells. The cells may be grouped further to account for a larger number of

periodic images. In step 6, the multipole expansions are translated to local expansions

for non-neighboring cells. For example, the local expansions of the dark grey cell are

calculated from the multipole expansions of the light grey cells. The colored boxes are

a representation of one interaction list. In steps 7, 8, and 9, the cells are repeatedly
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Figure 4.3: Relative Error of the Biot-Savart Calculation for a Different Number of Shear

Periodic Image Cells

divided, and the local expansions are translated to the center of these cells. At the same

time, the multipole expansions of the newly non-neighboring cells (shown in light grey)

are also translated to the divided cells (shown in dark grey). In step 10, the effect of the

neighboring cells at the bottom level is calculated by a direct interaction of the particles.

If the neighboring cell happens to be a member of the shear periodic image cell, the

coordinates of the elements in the cell are accordingly shifted.

The impact of the number of periodic image cells and the order of the multipole

expansion on the accuracy is examined. N = 100 particles with random coordinates and

random strength are placed within a [−π, π]3 domain and calculated for 2k × 2k × 2k

periodic images . The result of the direct calculation for k = 8 is used as a reference

value. The results for different orders of multipole expansion p are shown in Fig. 4.3. The

relative velocity difference is calculated by taking the L2 norm of the difference from the

reference value. The relative velocity difference decreases as k is increased until it reaches

the accuracy limit of the FMM for the given order of multipole expansions. The results

are identical to that of the periodic FMM in the isotropic turbulence calculation, which is

expected since shifting elements to account for the shear should not introduce additional

error to the periodic FMM. For the homogeneous shear flow calculations p = 10 and k = 4

are selected, which is identical to the homogeneous isotropic turbulence calculation.

The breakdown of the calculation time of the shear periodic FMM is shown in Fig. 4.4.
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Figure 4.4: Breakdown of CPU-time for Different k

Fig. 4.4(a) and Fig. 4.4(b) are the results for k = 4 and k = 5, respectively. N is the

number of particles. P2M, M2L, direct, and others are the cumulative CPU-time of the

particle to multipole translation, the multipole to local translation, direct summation,

and everything else. The order of the multipole expansion is set to p = 10. For a

standard periodic FMM the multipole to local translation and direct summation will

take up most of the calculation time. However, since the shear periodic FMM requires

the particle to multipole translation to be performed for all shear periodic image cells,

its percentage rises to 25% and 30% of the total for k = 4 and k = 5, respectively.

In summary, the present shear periodic FMM adds no further errors to the non-shear

periodic FMM, and is able to calculate at this accuracy with only a 30% increase in

CPU-time.

4.2.4 Finite Difference Method for Homogeneous Shear Flows

In our present calculations, the finite difference method with shear periodic boundary

conditions was used as a reference [48]. For the same mean shear as in Eq. (4.14), the

Navier-Stokes equation for the fluctuating component of velocity becomes

∂ui

∂t
+ uj

∂ui

∂xj

+ Sx3
∂ui

∂x1

+ Su3δi1 = −1

ρ

∂p

∂xi

+ ν
∂2ui

∂xj∂xj

. (4.28)

This equation was solved on a staggered grid using the SMAC method. The fourth-order

central difference method was used for the spatial discretization, and the third-order low

storage Runge-Kutta method [49] was used for the temporal discretization.
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4.3 Calculation Results

The homogeneous shear flow was calculated by the vortex method and the finite difference

method, using N = 643, 1283 points. The initial Reynolds number based on Taylor’s

micro scale was Reλ = 25. The calculation domain was [−π, π]3 for both methods.

4.3.1 Initial Condition for Homogeneous Shear Flows

The initial condition of the homogeneous shear flow calculation (for both the vortex

method and the finite difference method) were generated from an isotropic turbulence

calculation using the finite difference method. First, the initial condition for the isotropic

turbulence calculation was generated in Fourier space as a solenoidal isotropic velocity

field with random phases and a prescribed energy spectrum [41]. After transforming the

velocity to physical space, the isotropic turbulence calculation was performed using the

finite difference method until the skewness of the velocity derivative reached a steady-

state value of −0.5. The finite difference calculation used this initial condition directly.

The initial condition for the vortex method was generated as follows. First, the

vortex elements were placed on the nodes of the finite difference method grid. Then, the

vorticity at the grid points were calculated from the initial velocity field using a fourth

order central difference method. Following that, the strength of the vortex elements were

calculated from the vorticity by using a radial basis function interpolation [30]. The core

radius of the vortex elements were set to 2π/N so that the overlap ratio became σ/dx = 1.

The homogeneity of the present flow field permits the use of a rather small overlap ratio,

which allows us to achieve a high spatial resolution using minimum calculation effort.

4.3.2 Test for S = 0

In order to validate the codes used in the present calculation, the isotropic turbulence

calculation was performed using the following four codes; the pseudo-spectral method

code used in the isotropic turbulence calculation (PSM), the vortex method code used

in the isotropic turbulence calculation (VM1), the present finite difference method code

for the homogeneous shear flow with S = 0 (FDM), and the present vortex method

code for the homogeneous shear flow with S = 0 (VM2). The initial Reynolds number

was Reλ = 25 and the number of calculation points was N = 643. The time increment

was ∆t = 0.005 for all calculations, which corresponds to t = 0.25τ , where τ is the

Kolmogorov time scale.
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Figure 4.5: Isotropic Turbulence Calculation for Reλ = 25, N = 643

55



CHAPTER 4. CALCULATION OF HOMOGENEOUS SHEAR FLOW

64

0 0
64

128

128

128

64

0

(a) t∗ = 0

64

0 0
64

128

128

128

64

0

(b) t∗ = 1

64

0 0
64

128

128

128

64

0

(c) t∗ = 2
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Figure 4.7: Isosurface of II (Vortex Method)

The decay of kinetic energy for the four cases is shown in Fig. 4.5(a). The results

of the two vortex method calculations are almost identical. The difference between the

pseudo-spectral method and finite difference method is also very small. The energy

spectrum at t/T = 10 is shown in Fig. 4.5(b), where T is the eddy turnover time

T = 0.25. There is a visible difference between the results of the vortex methods and

the grid-based methods. This is considered to be the result of the cumulative errors

in the vortex method calculations. However, considering the fact that the Kolmogorov

wavenumber is kη ≈ 20 for this flow, the discrepancies at the higher wavenumbers do

not pose a serious problem to the overall kinetic energy balance.

In summary, the pseudo-spectral method, finite difference method, and vortex method

produce similar results for the decaying isotropic turbulence. The match in the kinetic

energy decay rate indicates the soundness of the present calculation codes.
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4.3.3 Anisotropic Structures

One of the main objectives of the present study is to ascertain the magnitude of anisotropy,

which the vortex blob method can handle. Lee et al. [46] showed in their pseudo-spectral

calculation of the homogeneous shear flow, that a high shear-rate produces streaky struc-

tures similar to those observed in the near-wall region of the channel flow DNS by Kim

et al. [50]. They also investigated the suitable turbulence length scale that can be used

to construct a dimensionless and universal shear-rate parameter, which can be used as

an indicator of streaky structures for both the homogeneous shear flow and high shear

regions near the wall. This dimensionless shear-rate parameter is defined as

S∗ ≡ 2SK

ε
, (4.29)

where K = u2
i /2 is the turbulent kinetic energy and ε = νui,juj,i is the dissipation rate.

Lee et al. [46] applied this shear-rate parameter to the fully developed channel flow by

Kim et al. [50] and showed that the maximum is S∗ = 35 in the viscous sublayer, and

decreases to about one-sixth of the maximum in the logarithmic layer. In the present

calculation the shear-rate S = 18 is chosen so that the shear-rate parameter becomes

S∗ ≈ 35.

The qualitative aspects of the present calculations are presented first. The isosurface

of the second invariant of the velocity gradient tensor II = ui,juj,i for the finite difference

method and vortex method are shown in Figs. 4.6 and 4.7, respectively. The time t∗ is

normalized by the shear-rate S. At t∗ = 0, the flow is isotropic and the structures have

no directional preference. At t∗ = 1, the vortices are strained and the structures begin to

show a directional preference. At t∗ = 2, many streaky structures can be observed. From

these results, it has been confirmed that the vortex method can reproduce the streaky

structures in high shear flows very well.

4.3.4 Anisotropy Tensors

The Reynolds stress anisotropy tensor is a direct measure of the anisotropy of the velocity

fluctuations, and is a more quantitative measure of the ability to reproduce anisotropic

turbulence. The normal components of the Reynolds stress anisotropy tensor are shown

in Fig. 4.8. FDM(643), VM(643), FDM(1283), and VM(1283) are the finite difference

method using a N = 643 grid, the vortex method using N = 643 particles, the finite

difference method using a N = 1283 grid, and the vortex method using N = 1283 par-

ticles. Different markers represent the different normal components of bij. The overall
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Figure 4.8: The Development of the Reynolds Stress Anisotropy Tensor

behavior of the present vortex method is similar to that of the finite difference method.

The results of the two finite difference method calculations are indistinguishable. On

the other hand, when the spatial resolution of the vortex method is increased, the differ-

ence between the finite difference method and vortex method decreases. The fact that

vortex methods require a larger number of elements compared to grid-based methods, is

consistent with the observations in the isotropic turbulence calculations.

From these observations, it can be said that the present vortex method code can ac-

count for strong anisotropy comparable to that in the viscous sublayer of a near wall flow

if the spatial resolution is sufficient. Though, the number of necessary vortex elements

may be large compared to grid-based methods.

The anisotropy tensor for the Reynolds stress is

bij =
uiuj

ukuk

− 1

3
δij. (4.30)
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4.3.5 Probability Density Functions

The probability density function (PDF) of the Reynolds shear stress u1u3 is shown for

several time steps in Fig. 4.9. The probability density for the product x = u1u3/〈u1u3〉
of two jointly Gaussian distributions with zero mean is given by

Pu1u3(x) =
|r|

π
√

1 − r2
exp

(
r2x

1 − r2

)
K0

(∣∣∣∣ rx

1 − r2

∣∣∣∣) , (4.31)

where r = 〈u1u3〉/σu1σu3 is the correlation coefficient and K0 is the zeroth order modified

Bessel function of the second kind [51]. The solid line corresponds to the PDF of (x −
〈x〉)/σx−〈x〉, while the dashed line represents the Gaussian joint PDF calculated from

Eq. 4.31. FDM and VM are the results of the finite difference method and vortex

method both using N = 1283 calculation points. The PDF of the solid line is slightly

larger than that of the dashed line at the tails. This is caused by the non-Gaussianity

of the velocity components, and has been reported in previous calculations [52]. The

results of the finite difference method and vortex method seem, at first glance, quite

similar. However, at t∗ = 4 the PDF of the vortex method is close to the joint Gaussian

fit, whereas the PDF of the finite difference method remains non-Gaussian.

The correlation between u1 and u3 is examined by plotting the joint PDF in Fig. 4.10.

The isoprobability contours are logarithmically spaced, and are separated by factors of

10. A strong negative correlation is observed in both the FDM and VM. The shapes

of the third and fourth contour lines from the center are slightly different, which is

consistent with the difference observed in the previous P (u1u3) plots. The skewness and

flatness of u1u3 are SFDM = −4.87, FFDM = 26.3, and SV M = −4.92, FV M = 25.4 for

the finite difference method and vortex method, respectively.

In Fig. 4.11 the PDF of ω1, ω2 and ω3 at t∗ = 4 are shown. The dashed curve

represents the Gaussian distribution. The streamwise vorticity ω1 remains symmetric,

but the spanwise component ω2 and transverse component ω3 are skewed toward the

positive direction. Furthermore, for ω2 the negative side is steeper than the Gaussian

distribution and the positive side is flatter. The asymmetry of the PDF of ω2 reflects

the generation of vorticity in the positive direction due to the mean shear. ω3 matches

the Gaussian distribution near the origin, but deviates from the Gaussian at the tails.

These characteristics are similar to the observations made by Kida & Tanaka [53] in their

pseudo-spectral method calculation. The PDFs of vorticity shown in Fig. 4.11 show a

close resemblance between the finite difference method and vortex method.

From these observations, it is fair to say that both the instantaneous and statistical

features of the anisotropy are accurately calculated in the present vortex method. Our
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Figure 4.9: PDF of u1u3
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argument that the vortex method can reproduce globally anisotropic structures using

locally isotropic elements has been supplemented from a statistical viewpoint by con-

firming the reproducibility of the global non-Gaussian turbulence using elements with

local Gaussian smoothing.

4.3.6 Energy Spectrum Equation

The remaining objective of the present investigation is the quantitative assessment of

the ability of vortex methods to calculate the balance between production, transfer,

and dissipation in the homogeneous shear flow. Since the production was not present

in the isotropic turbulence, its quantitative assessment is of interest for the present

homogeneous shear calculation.

The energy spectrum equation for the homogeneous shear flow can be written as

∂K

∂t
= Sk1

∂K

∂k3

− SE13︸ ︷︷ ︸
P

+ ιkkTik,i︸ ︷︷ ︸
T

− 2νk2K︸ ︷︷ ︸
ε

, (4.32)

where Eij and Tij,k are the two point double and triple velocity correlation tensors in

wavenumber space, respectively. (see Appendix D for details) K is the kinetic energy

K ≡ 1
2
Eii, S is the shear-rate defined in Eq. (4.14), k is the wavenumber, and ν is the

kinematic viscosity. Each term on the right hand side of Eq. (4.32) is associated with
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Figure 4.11: PDF of ω1, ω2 and ω3 at t∗ = 4
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an actual physical process. P represents the production, T represents the transfer, and

ε represents the dissipation of the kinetic energy.

The budget of the above mentioned energy spectrum equation at t∗ = 2 for the

finite difference method and vortex method is shown in Fig. 4.12. Although there are

quantitative differences in the two plots, the overall tendency is very similar. First, the

production has a peak at lower wavenumbers and vanishes at higher wavenumbers. This

corresponds to the fact that the mean shear mainly influences the large structures of

turbulence. Secondly, the transfer term has a large negative value at lower wavenumbers

and has a positive value at higher wavenumbers. This reflects the fact that the energy

drawn from the larger structures is gradually cascaded down to the smaller structures.

Furthermore, the dissipation term has a negative peak at higher wavenumbers, although

not too high for the present calculation at Reλ = 25. Finally, the change rate of kinetic

energy shows an energy surplus, which is consistent with the fact that the total kinetic

energy increases over time.

In summary, the vortex method can correctly calculate the contribution of the indi-

vidual terms of the energy spectrum equation in the homogeneous shear flow. This rules

out the possibility of errors canceling out to produce a plausible decay rate of kinetic

energy in the vortex method calculations.

4.4 Conclusions

The FMM has been extended to periodic boundary conditions with shear. Using this

shear periodic FMM, the vortex method has been applied to the calculation of a ho-

mogeneous shear turbulence, and compared with a finite difference code under identical

calculation conditions.

The asymptotic behavior of the error in the present shear periodic FMM is identical

to that of the periodic FMM without shear. The increase in CPU-time caused by the

additional calculation of the shear periodic image cells is approximately 30% of the total

CPU-time of the FMM.

The vortical structures observed in the isosurface plots of the second invariant of the

velocity derivative tensor were in good accordance between the two methods. The differ-

ence of the normal components of the anisotropy tensor of the Reynolds stress between

the vortex method and finite difference method is approximately 10% for N = 643 and 3%

for N = 1283. This indicates that the present vortex method can quantitatively match

the results of the finite difference method if the spatial resolution is sufficient. Using
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isotropic vortex blobs does not prevent the vortex method from accurately calculating

anisotropic turbulence, because the flow is, to some extent, locally isotropic.

The probability density function for u1u3 differ by 1% at t∗ = 4 between the vor-

tex method and finite difference method. The agreement between the finite difference

method and vortex method for the probability density functions shows that the vortex

method reproduces the statistical aspects of the strongly sheared turbulence, accurately.

Furthermore, the budget of the energy spectrum equation shows that the details of the en-

ergy transfer are also properly calculated in the present vortex method. The production

differs approximately 5%, and the dissipation differs around 2%, while the discrepancy

in the transfer term is approximately 10%.

From these observations, it is fair to conclude that the present vortex method is

valid for solving flows with a shear-rate parameter of S∗ ≈ 35, which is equal to the

maximum value observed in a fully developed channel flow. This allows us to rule out

the possibility of any detrimental effects caused by the mean shear, when validating

the vortex method for near-wall flows in the future. This also indicates the necessity of

developing higher-order elliptic smoothing functions to match the convergence properties

of grid-based methods.
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Figure 4.12: Budget of the Energy Spectrum Equation at t∗ = 2
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Chapter 5

Calculation of Channel Flow

5.1 Introduction

It has been over a decade since vortex methods were recognized as an interesting alter-

native to finite difference and spectral methods for the direct numerical simulation of

turbulence. Yet, the successful application of vortex methods during the past decade has

been limited to particular flows where the vorticity has a compact support and where the

convection of vorticity is dominant, e.g. bluff body wakes,[21] and aircraft wakes.[54] [55]

The solution of these flows by a finite difference method would require a larger calcula-

tion domain to impose the proper boundary conditions, and smaller time steps to satisfy

the numerical stability conditions. Therefore, these flows serve the purpose of showing

the comparative advantage of vortex methods over conventional grid based methods.

The fully developed turbulent channel flow on the other hand, has been thoroughly

studied during the past two decades using finite difference and spectral methods, but

scarcely calculated by vortex methods. Unlike the above mentioned external flows, vor-

ticity fills the entire flow domain, so vortex methods do not have any advantage in terms

of the size of the calculation domain. Furthermore, the periodicity in the streamwise

and spanwise direction offer an advantage for grid based methods, but not for particle

based vortex methods. Therefore, the turbulent channel flow is a challenging flow field

for vortex methods in a relative sense. However, validating the performance of vortex

methods by comparing the results with grid based direct numerical simulations for the

channel flow shall help quantify the necessary spatial resolution near solid boundaries,

and also facilitate the development of more efficient near wall treatment in vortex meth-

ods. The simplicity of the geometry and the availability of reference calculations shall

prove to be convenient when analyzing the general performance of vortex methods near
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solid boundaries.

Vortex methods face multiple challenges in the vicinity of a solid boundary. First,

the vorticity-velocity formulation requires the vortex method to enforce a boundary

condition for vorticity at the wall, which implicitly satisfies the no-slip condition for

velocity. Accurately enforcing this boundary condition is crucial to vortex methods,

since the entire calculation is strongly influenced by the vorticity at the wall.

Lighthill [56] used the concept of a factional step algorithm to describe the generation

of vorticity at a solid boundary. However, he did not mention how this vorticity enters

the fluid adjacent to the wall or how the vortex panel strength may be incorporated in a

vorticity boundary condition. Chorin [10] incorporated the vorticity boundary condition

into the random walk approach by creating vortex blobs at the boundary, which posses

a vortex strength that enforces the no-slip boundary condition. This vortex strength

obtained by dividing the strength of the vortex panel by a length equal to the elemen-

tary discretization length on the body. However, the use of radially symmetric blobs

in the vicinity of a wall introduced an artificial smoothing region for the vorticity field.

Chorin later proposed a vortex sheet method based on the Prandtl boundary layer equa-

tions. This method caused oscillations at the interface where the sheets turn into blobs.

Moreover, this approximation does not hold for separated flows.

In terms of calculating the correct amount of vorticity at the wall, Wu [59] proposed

a method that multiplies the strength of the vortex panel by the mesh size in the nor-

mal direction to obtain the vorticity on the body. Kinney and his co-workers [57] [58]

envisioned the strength of the vortex panel as equivalent to a vorticity flux over a small

time interval. Anderson [60] formed a Neumann boundary condition by suggesting that

the time derivative of vorticity must be admissible. In this formulation the values of the

vorticity on the boundary are coupled with both the velocity and vorticity in the fluid

domain, which are in turn conditioned by the boundary values of the vorticity. Cottet

[61] introduced an alternative formulation, where the boundary values of the velocity are

represented in terms of the vorticity through the Poincaré formula.

Cottet [62] and Koumoutsakos et al. [19] independently proposed a fractional step

method to replace the no-slip boundary condition with an equivalent vorticity flux con-

dition. Cottet presented the algorithm as an extension of Chorin’s vorticity creation

algorithm, whereas Koumoutsakos et al. viewed it as an extension of the vorticity cre-

ation process envisioned by Lighthill [56] and formulated by Kinney and co-workers. [57]

[58] In this method, the no-through boundary condition is accounted for by the distri-

bution of vortex panels, and the strength of the vortex panels are distributed into the
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flow by translating its strength into a Neumann boundary condition for the vorticity

equation. Bernard [63] proposed a similar method, which uses the Fishlov’s method to

calculate the diffusion in the vicinity of the boundary for smooth vortex sheets.

Ploumhans & Winckelmans [20] improved the method by Koumoutsakos et al. by

performing the spatial integration analytically, which results in better performance when

the spatial resolution is low. A correction is also made to enforce conservation in the

case where the spatial distribution of the particles are not well aligned with the vortex

panels. Ploumhans et al. [21] then extended the method to three dimensional flows.

Another challenge regarding the near wall treatment of vortex methods is the effective

use of anisotropic elements. In the vicinity of a solid boundary, both the velocity and

vorticity have a large gradient in the direction normal to the boundary. Therefore, the

calculation points must be closely spaced in the direction normal to the boundary. This

causes the optimum shape of the vortex blobs to become anisotropic. There still remains

ample room for investigation regarding the effective use of spatially varying anisotropic

elements in vortex methods.

Marshall & Grant [64] used anisotropic vortex blobs with aspect ratios as high as 15 :

1, and obtained favorable results for the Blasius boundary layer. Cottet et al. [17] derived

a consistent approximation using variable size vortex particles by combining several

local mappings. Bergdorf et al. [65] extended this method to dynamically refine the

computational domain and adapt accordingly its particle discretization. Two methods

are proposed: one that pertains to r-adaptive finite element methods and another that

is reminiscent of adaptive mesh refinement used in finite difference methods. Rossi [28]

proposes an alternative adaptive vortex blob method, which can achieve fourth-order

spatial accuracy using deforming basis functions. The method to evaluate the Biot-

Savart integral for the elliptical Gaussian functions is also shown by Rossi. [66]

The present study aims to address the two issues mentioned above; the vorticity

boundary condition and the use of adaptive vortex elements in a systematic manner,

and thereby provide a guideline for the solution of the near wall problems in vortex

methods. The turbulent channel flow is selected as a test case because of its simple

geometry and the availability of numerical and experimental data, which can be used

as both an initial condition and reference. It has become clear during the course of the

investigation that a straightforward implementation of the methods proposed above, is

not sufficient to reproduce the results of the finite difference method for more than one

wash-out time. Therefore, the immediate goal is to extend the duration of quantitative

agreement between the two methods, by improving the near wall calculation of the vortex
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Figure 5.1: Schematic of the two-way periodic FMM

method.

5.2 Numerical Method

5.2.1 Two-Way Periodic Fast Multipole Method

The fast multipole method (FMM) has been extended to periodic boundary conditions

by Lambert et al. [42]. They use a oct-tree structure for the subdomains, but group the

periodic cells using a 3k × 3k × 3k structure, where k is the number of periodic image

cells per dimension. In the present FMM, a 2k × 2k × 2k structure was used by leaving

the original domain divided, while grouping with the outer cells. This allows the use of

the original oct-tree structure of the FMM throughout the entire calculation. Thus, the

complexity and error bounds directly follow that of the original FMM.

In the present calculation, the periodic FMM is modified to assume periodicity in only
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two directions. A schematic of the two-way periodic FMM is shown in Fig. 5.1 along with

the geometry of the flow field. The channel calculation is periodic in the streamwise (x)

and spanwise (z) direction, while it has solid boudnaries in the transverse (y) direction.

The size of the domain is 3δ × 2δ × 3δ, where δ is the channel half-width. The present

calculation uses 32 periodic images per dimension, so the approximated domain size is

96δ × 2δ × 96δ. Similar to the results of our previous calculations, the calculation time

to calculate for the 96δ × 2δ × 96δ case is only 1% larger than the calculation time to

calculate the 3δ × 2δ × 3δ case (non-periodic boundary conditions). This is because the

periodic image cells are grouped into one large multipole moment and calculated using

the multipole-to-local translation of the FMM.

5.2.2 Vortex Method for Channel Flows

The present vortex method is an extention of the code used for the homogeneous isotropic

turbulence, and the homogeneous shear flow. The primary difference is the boundary

condition in the transverse (y) direction. The originally periodic boundary condition

becomes a solid boundary as shown in Fig. 5.1. Due to this change, the vortex method

must now account for the vorticity boundary condition at the wall. This boundary

condition can be obtained from the diffusion part of the vorticity equation

Dω

Dt
= ν∇2ω, (5.1)

where ν is the kinematic viscosity and ω is the vorticity vector. Taking the volume

integral results in ∫
Ω

Dω

Dt
dΩ =

∫
Ω

ν∇2ωdΩ. (5.2)

Taking into account the fact that t and ν are not a function of x, we have

D
∫
Ω

ωdΩ

Dt
=

∫
Ω

∇ · (ν∇ω)dΩ. (5.3)

Applying, Stokes’ theorem to the left hand side and the divergence theorem to the right

hand side yields
D

∫
Γ
γdΓ

Dt
=

∫
Γ

n · (ν∇ω)dΓ. (5.4)

Therefore, we have ∫
Γ

Dγ

Dt
dΓ =

∫
Γ

ν
∂ω

∂n
dΓ, (5.5)
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on the boundary, and Eq. (5.2) in the entire domain. The solution to this integral

equation can be expressed by a set of equations
−1

2
µ + ν

∫
Γ

∂G

∂n
µdΓ =

Dγ

Dt
,

Dω

Dt
=

∫
Γ

GµdΓ.
(5.6)

The first equation determines the diffusion potential µ, while the second equation deter-

mines the evolution of the vorticity. G is the Green’s function of the diffusion equation

and can be expressed as

G =
1

4πνt
exp

(
−|x|2

4νt

)
. (5.7)

Substituting this Green’s function into Eq. (5.6) and integrating for piecewise elements

of size h with the wall normal direction being y yields

Dω

Dt
=

Dγ

Dt

1

2
√

π

1√
4νt

exp

(
− y2

4νt

)
[erfc(s)]

(x+h/2)/
√

4νt

(x−h/2)/
√

4νt
(5.8)

[erfc(s)]
(z+h/2)/

√
4νt

(z−h/2)/
√

4νt
. (5.9)

For the present case where the wall is flat the rate of change of the panel strength is

equivalent to the spurious slip at the wall that occurs every time step
Dγ

Dt
=

2uslip

∆t
. [55]

When the mid-point rule

(
t =

∆t

2

)
is used for the time integration, the vortex strength

due to the vorticity flux at the wall becomes

∆αi =

∫ ∆t

0

∫ xi+hi/2

xi−hi/2

∫ yi+hi/2

yi−hi/2

∫ zi+hi/2

zi−hi/2

Dωi

Dt
dxdydzdt (5.10)

=
N∑

j=1

2νuslip

[
erfc

(
yij − hj/2√

2ν∆t

)
− erfc

(
yij + hj/2√

2ν∆t

)]
[
ierfc

(
xij + hj√

2ν∆t

)
+ ierfc

(
xij − hj√

2ν∆t

)
− 2ierfc

(
xij√
2ν∆t

)]
[
ierfc

(
zij + hj√

2ν∆t

)
+ ierfc

(
zij − hj√

2ν∆t

)
− 2ierfc

(
zij√
2ν∆t

)]
, (5.11)

where

ierfc(x) =
1

π
exp(−x2) − xerfc(x).

erfc(x) is the complementary error function

2√
π

∫ ∞

x

e−t2dt. (5.12)

It will be shown in section 5.3 that this method induces a quantitatively correct vorticity

flux at the wall for the parameters used in the present calculations.
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Figure 5.2: (a) Velocity distribution (b) Vorticity distirbution

5.2.3 Finite Difference Method for Channel Flows

The present finite difference calculation is based on the code by Fukagata et al.[67]

The Navier-Stokes equation is discretized by using a energy conservative second-order

scheme. [68, 69] The time integration is performed by the low storage third-order Runge-

Kutta/Crank-Nicolson (RK3/CN) scheme, [70] along with the delta-form fractional step

method. [71] The Poisson equation is solved by using the FFT in the streamwise and

spanwise directions, and the tridiagonal matrix solver in the wall-normal direction.

5.3 Poiseuille Flow

The accuracy of the present wall boundary condition is tested for a laminar channel flow

(Poiseuille Flow). The number of calculation points is 64 × 64 × 64 in the 3δ × 2δ × 3δ

domain. The velocity distribution of a Poiseuille flow was given as the inital condition.

The vortex elements were equally spaced, and the initial vortex strength α was calculated

by solving a system of equations for the Biot-Savart law using the BICGSTAB method.

The bulk Reynolds number is set to Reb = Ubh/ν = 10, where

Ub =
1

2

∫ h/2

−h/2

Udy (5.13)

is the bulk velocity, h is the channel width, and ν is the kinematic viscosity. The

∆t = 0.02 was determined from the CFL condition.

The results after 1000 time steps without the vorticity boundary condition is shown in

Fig. 5.2. Note that initially, the velcoity and vorticity distribution of the vortex method
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Figure 5.3: (a) Velocity distribution (b) Vorticity distirbution

match that of the Poiseuille flow (and the finite difference solution). As the calculation

proceeds, the velocity of the vortex method decreases. This is caused by the lack of a

driving force to maintain the channel flow. For the finite difference calculation, the mean

pressure gradient appears as a force term in the Navier-Stokes equation. However, in

the vorticity equation this term vanishes. By thinking of the driving force of the channel

flow in terms of vorticity, it can be seen that it is necessary to give a proper vorticity

flux at the solid boundary.

The results after 1000 times steps with the vorticity boundary condition is shown

in Fig. 5.3. The velocity of the vortex method still decreases. This is the result of a

straightforward implementation of the method shown in section 5.2.2. The suprious slip

uslip for this case is simply the result of calculating the Biot-Savart law to obtain the

velocity at the wall points. As mentioned above, the vorticity equation itself does not

contain a driving force, which drives the channel flow. The method shown in section 5.2.2

is merely a solution of this vorticity equation, with the proper boundary conditions. Note

however, that the present solution equal to that of a zero pressure gradient (decelerating)

channel with a Poiseuille initial condition. It has been comfirmed that the finite difference

method gives the same results when the mean pressure gradient is set to zero. This is an

important fact because the results shown in Fig. 5.3 are the solution to the Navier-Stokes

equation (without a mean pressure gradient), whereas the results in Fig. 5.2 are not.

A method which will produce the results equivalent to solving the Navier-Stokes

equation with the mean pressure gradient is shown below. When calculating the uslip,

a constant velocity is added to the streamwise component. When this is done every

time step, it produces the vorticity flux necessary for sustaining the flow rate. The
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Figure 5.4: (a) Velocity distribution (b) Vorticity distirbution

results after 1000 time steps with the slip velocity correction is shown in Fig. 5.4. The

results match the Poiseuille velocity profile. Therefore, the method shown in section

5.2.2 is satisfactory for enforcing the proper vorticity boundary condition at the wall,

but requires modification of the slip velocity for internal flows, which are driven by the

vorticy flux at the wall.

5.4 Turbulent Channel Flow

Following the results of the laminar calculations, the bulk Reynolds number is now

increased to Reb = 5600 for a turbulent channel flow calculation. The number of calcu-

lation points was 128 × 128 × 128, and the size of the domain was kept to 3δ × 2δ × 3δ.

First the finite difference method was executed until it achived an equilibrium state.

The vortex method calculation and the reference calculation using the finite difference

method were initialized by using this velocity field. The ∆t = 0.02 was determined from

the CFL condition of the finite difference method, and the vortex method used the same

∆t. Remeshing was performed every 10 time steps to ensure the overlap of particles.

The core radius was set to σ = ∆x = 3δ/128, which results in a overlap of 1 in the x

and z direction, and 1.5 in the y direction.

The reproducibility of the initial condition of the turbulent channel flow using vortex

elements is shown in the following plots. First the isosurface of the second invariant of

the velocity gradient tensor are compared in Fig. 5.5. There are no notable differences

in the shape of the isosurfaces, and even the small scale structures are reproduced.
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Figure 5.5: (a) Finite Difference (b) Vortex Method
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Figure 5.6: (a) Mean velocity (b) Mean Vorticity
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Figure 5.7: (a) Mean velocity (b) Mean Vorticity

The spatially averaged velocity and vorticity distirbution in the wall normal direction

are shown in Fig. 5.6. The velcoity distribution matches completely between the two

methods but is not on the U+ = 1
0.41

log(y+) + 5.5. This is the problem in the finite

difference method, where the near wall resolution and domain size are far from ideal. The

restriction comes from the fact that the present vortex method cannot handle unequally-

spaced elements, and will be addressed in the future. The focus is on the agreement

between the finite difference method and vortex method. Another troubling feature is

the deficit of vorticity very close to the wall. This is caused by the fact that there are

no elements on the other side of the wall because the superposed vorticity decreases

due to the absent sources. Previous studies [21, 55] use image particles to circumvent

this problem. However, this is not a general solution for vortex methods with complex

geometries.

The spatially averaged velocity and vorticity distirbution at t = 2 (100 time steps)

are shown in Fig. 5.7. This is not a very long time in terms of wash out time, which is

around 1. Nevertheless, the calculation blows-up shortly after this time so it is necessary

to assess the problem using these results first. From Fig. 5.7(a) a velocity deficit can be

observed in the buffer layer (y+ ≈ 20 − 30). In Fig. 5.7(b) a vorticity surplus can be

seen in the same region. At this point, it is difficult to conjecture the true cause of this

error. Thus, a parameter study for all adjustable parameters is performed in order to

ascertain the ones that affect the results.

The accuracy of the discretization is the first thing to check. The time step size is

changed to ∆t = 0.01. The velocity and vorticity distribution at t = 2 (100 time steps)

are shown in Fig. 5.8. The results do not change at all. Thus, it is fair to say that the
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Figure 5.8: (a) Mean velocity (b) Mean Vorticity (∆t halfed)
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Figure 5.9: (a) Mean velocity (b) Mean Vorticity (frequent remeshing)
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Figure 5.10: (a) Mean velocity (b) Mean Vorticity (larger overlap)

time step size is not the cause of the present error. Next, the frequency of remeshing

is increased from every 10 steps to every 5 steps. This is also a common cause of error

in vortex methods. The same results for the same time are shown in Fig. 5.9. Again,

there is no notable improvement in the results. Therefore, it has been shown that the

remeshing frequency is also not a primary contributor to the present velcoity deficit.

Another common cause of error in vortex methods is the overlap ratio of elements.

The core radius is changed from ∆x to 1.5∆x to check this. As seen in Fig. 5.10, the

velocity deficit and vorticity surplus increase for this case. The core radius is the sole

factor that determines the spatial resolution in vortex method calculations. Thus, the

core radius must be kept small for higher spatial resolution, which requires the use of

more vortex elements because they must overlap to acheive convergence. In the present

case, enlarging the core radius decreased the accuracy of the calculation significantly.

Therefore, the spatial resolution is a candidate for the contributing factors of the present

problem.

Finally, a transposed scheme is used for the stretching term calculation. [16] This

scheme has been known to produce smaller vorticity divergence. The velocity and vor-

ticity distribution at t = 2 (100 time steps) are shown in Fig. 5.11. The results clearly

improve for this case. The velocity mathces completely, and the vorticity matches except

near the wall, for which the cause is known.
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Figure 5.11: (a) Mean velocity (b) Mean Vorticity (transpose stretching)

5.5 Conclusions

The vortex method is compared with a finite differnce method for the direct numerical

simulation of a turbulent channel of Reb = 5600 (Reτ = 180). The fast multipole method

(FMM) is modified to handle the periodic boundary conditions in the x and z direction,

while retaining the free field boundary condition in the y (wall normal) direction. The

calculation time for the periodic images was less than 1% of the entire FMM.

The present Neumann boundary condition of vorticity has been validated using the

Poiseuille flow, where the necessity of an additional velocity slip to drive the internal

flow was revealed. The quantitative accuracy of the present wall boundary condition can

be seen from the results of the Poiseuille flow, where the difference between the vortex

method calculation and the analytical solution is approximately 1%.

For the turbulent channel flow, the straightforward implementation of our method

produces a large velocity deficit in the buffer layer, which results in a blow-up. The

calculation using N = 1283 elements, a time step size of ∆t = 0.02, remeshing every 10

steps, a overlap ratio of σ/∆x = 1, and using the standard stretching scheme results in

a 10% difference in the velocity profile between the vortex method and finite difference

method.

A parameter study was performed in order to evaluate the sensitivity of each pa-

rameter. First, changing ∆t changes the results by 0.1% at t = 2 and the discrepancy

between the vortex method and finite difference method is still 10%. Second, changing

the remeshing frequency changes the results by 0.5%. Third, increasing the overlap ratio

for the same number of particles has a detrimental effect, and the results change by 50%
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at t = 2. The difference between the velocity profile grows to 20% for this case. FInally,

the transpose stretching scheme improves the results, and the difference between the

vortex method and finite difference method drops to 0.5% at t = 2.

It is still necessary to increase the calculation time and also account for the vorticity

deficit near the wall. These problems could be solved with the help of anisotropic vortex

elements, and will be the foremost task in future studies.
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Conclusions

6.1 Achievements and Findings

The vortex method has been applied to the homogeneous isotropic turbulence, homoge-

neous shear flow, and turbulent channel flow, and compared with finite difference and

spectral method calculations under the same conditions. The overall conclusions from

the three calculations can be summarized as follows.

The main focus of the homogeneous turbulence calculation was to assess the ability

of vortex methods to dissipate the kinetic energy properly. All results from the present

calculations indicate that the vortex method can predict the dissipation rate correctly, if

the following conditions are satisfied. First of all, the spatial resolution must be sufficient.

The spectral method can stably calculate for Reλ = 50 using N = 643 points, but the

vortex method requires at least N = 1283. Also, if the core spreading method is used,

some form of spatial adaptation must be performed to keep the blob sizes from growing.

It maybe worth noting that the isotropic turbulence is a special case, where the

Lagrangian distortion of particles remains small. Therefore, one must be carful when

interpreting the present results to more general flows. Nevertheless, it has been made

clear that the dissipation can be calculated accurately using vortex methods for a three

dimensional turbulence.

The objective of the homogeneous shear flow calculation was to add the assessment of

production into the above mentioned validation process. The anisotropy of the Reynolds

stress showed that the present vortex method can quantitatively match the results of the

finite difference method if the spatial resolution is sufficient. Using isotropic vortex blobs

did not prevent the vortex method from accurately calculating anisotropic turbulence,

because the flow was, to some extent, locally isotropic. The agreement between the finite
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difference method and vortex method for the probability density functions showed that

the vortex method reproduces the statistical aspects of the strongly sheared turbulence,

accurately. Furthermore, the budget of the energy spectrum equation showed that the

details of the energy transfer were also properly calculated in the present vortex method.

Finally, the channel flow was calculated in order to validate the wall boundary con-

dition and near wall behavior of vortex methods. The previous two test cases served as

an extremely useful reference to rule out the causes of discrepancy between the vortex

method and finite difference methods. For the laminar case, our solution matched that

of the Poiseuille profile for an arbitrarily long time. The agreement of the velocity profile

for the laminar channel flow is an indicator of the successful implementation of the wall

boundary conditions in our vortex method. However, for the turbulent channel flow, a

straightforward implementation of the vortex method used in the previous two flows re-

mained stable for a limited amount of time (one wash-out time). As was the case for the

previous two test cases, the lack of spatial resolution is the most plausible explanation

for this behavior. Due to the limitation of computational resources it was not possible

to increase the number of vortex elements to confirm this. The use of spatially varying

elliptic vortex elements could be a solution to this problem, and its development would

be an interesting direction for future vortex methods.

In summary, the following facts were revealed for the first time from the results of

the present validation process.

1. The discrepancy of the kinetic energy spectrum between the vortex method and

spectral method is less than 1%, up to the dissipation wave number

2. The use of remeshing has minimal effect in an isotropic turbulence, where the

results with and without remeshing differ only by 0.01%.

3. The new spatial adaptation technique allows the core spreading method to produce

the same results as spectral methods until t/T ≈ 20, where quantitative difference

at t/T ≈ 20 is approximately 3%

4. The difference of the normal components of the anisotropy tensor of the Reynolds

stress between the vortex method and finite difference method is approximately

10% for the homogeneous shear flow at S∗ ≈ 35

5. Vortex methods can correctly predict the production, transfer, and dissipation of

the kinetic energy, in the strongly sheared turbulence, where the production differs
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approximately 5%, and the dissipation differs around 2%, while the discrepancy in

the transfer term is approximately 10%

6. The present wall vortex boundary condition can reproduce and sustain the veloc-

ity profile of the Poiseuille flow, where the difference between the vortex method

calculation and the analytical solution is approximately 1%

7. A straightforward implementation of the present vortex method technique causes

the turbulent channel flow calculation to blow up after one wash-out time

8. The transpose stretching scheme improves the results, and the difference between

the vortex method and finite difference method drops from 10% to 0.5% at t = 2

6.2 Future Work

The present validation studies have shown that the production and dissipation of tur-

bulence can be handled accurately using vortex methods. Furthermore, the accuracy of

the vortex methods indeed improves when the spatial resolution is increased. However,

the present results indicate that the number of elements required to accurately calcu-

late turbulence of a given Reynolds number is larger than finite difference and spectral

methods.

6.2.1 Higher Order Spatial Discretization

The use of higher order smoothing functions is a possible candidate for achieving the

necessary accuracy with minimum effort. This is an open area of research in many

particle methods. This includes the use of elliptic vortex elements with a principal axis

that can point in any direction.[28] These elements may also vary in size to adopt to

the local particle density and ensure the overlap condition in all regions. [17] The radial

basis function interpolation may allow the calculation of the vortex strength of such

vortex elements. [30] The homogeneous isotropic turbulence maybe used as a test case

to construct these high order elements.

6.2.2 Large Eddy Simulation

The above problem can also be solved by using sub-grid-scale (SGS) turbulence modeling,

i.e. large eddy simulation (LES). There have already been a few attempts to incorporate
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SGS models into vortex methods. [55] The homogeneous isotropic turbulence would be a

natural selection for the flow field for validating SGS models. It would be interesting to

compare the energy spectrum of the results of the present spectral method and the vortex

method, with and without the SGS models. The homogeneous isotropic turbulence can

also be used as a test case to construct these SGS models.

6.2.3 Fast N-body Solvers

These issues are also directly connected to the performance of fast N -body solvers, which

determine the speed of the vortex method calculation. The efficiency of such fast N -body

solvers on the next generation of highly data-parallel processors is of prime importance.

There are plenty of techniques to efficiently parallelize grid based fast Poisson solvers,

so the data-parallel architecture of the next generation processors may or may not be an

advantage for particle based methods. Though, it is important to pursue further parallel

efficiency of fast N -body solvers.

6.2.4 Turbulent Channel Flow

There is still some room for improvement regarding the turbulent channel flow calcula-

tion. The results of the vortex method only match that of the finite difference method

for one wash-out time. The parameter study has shown that the transpose stretching

scheme yields relatively favorable results, but the vorticity divergence seems to become

exceedingly large for this case. This was not observed in the previous homogeneous flow

calculations, and its cause is not well understood.

6.2.5 Application to Complex Flows

The three flow fields mentioned above are test cases for validating the vortex method,

and can be used to validate new methods, new smoothing functions, and new SGS

models in the future. At the same time, it is important to apply these methods to

actual engineering applications to determine the effectiveness of vortex methods, and

also establish the foundation of reliability based on these results.

84



Appendix A

Integral Equations

Unlike finite difference methods, where the differential equations are discretized directly,

vortex methods transform the differential equations into integral equations before they

are discretized. This approach is supported by a strong mathematical background, which

consists of Fredholm integral equations, Green’s functions, and Green’s identities. Un-

derstanding the essence of these theories will enable one to predict the outcome of vortex

method simulations to a greater extent, and also speed up the process of constructing

novel algorithms for vortex methods. Studying vortex methods without understanding

the above mentioned concepts would be like studying finite difference methods without

knowing partial differential equations, Taylor expansions, or linear algebra. Therefore, in

this chapter the minimum requirements to understand how the vortex method is justified

from a mathematical viewpoint are presented.

A.1 Green’s Functions

Let us consider the following Poisson equation at point xi.

∇2u(xi) = f(xi), (A.1)

where u is the solution and f is the source term. By defining an operator L ≡ ∇2, the

equation can be written as

Lu(xi) = f(xi). (A.2)

It is useful to define such an operator because the following approach is better explained

with the help of the inverse operator L−1. This inverse operator is defined such that

LL−1 = I, where I is the identity operator. Since, the operator L is a differential oper-

ator, one may assume that L−1 is an integral operator. Then, the solution to Eq. (A.1)
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can be written as

u(xi) =

∫
G(xi,xj)f(xj)dxj, (A.3)

where G is the kernel of the integral operator, i.e. Green’s function. This integral

equation is called the Fredholm equation of the first kind. It integrates the sources at all

points xj to obtain the solution at xi. Also, from the property of the inverse operator,

we have the relation

LL−1u(xi) = u(xi). (A.4)

This equation can be viewed as L−1u being the solution and u being the source term.

In this case, the integral equation can be written as

L−1u(xi) =

∫
G(xi,xj)u(xj)dxj, (A.5)

Then, one can write

u(xi) = LL−1u(xi) =

∫
LG(xi,xj)u(xj)dxj. (A.6)

This results in a relation between the solution u(xi) and the source u(xj). If this result is

to be true for all continuous functions u it follows that LG(xi,xj) must be zero whenever

xi 6= xj, and when xi = xj the integral on the right must reduce identically to u(xi).

This means that

LG(xi,xj) = δ(xi − xj), (A.7)

where δ is the Dirac’s δ-function. The kernel of the integral operator, which satisfies the

above relation is called the Green’s function of the differential operator L.

A.2 Green’s Identities

Suppose φ and ψ are arbitrary scalar values. Vector derivative identities yield

∇ · (φ∇ψ) = φ∇2ψ + ∇φ · ∇ψ, (A.8)

∇ · (ψ∇φ) = ψ∇2φ + ∇ψ · ∇φ. (A.9)

By integrating both sides and applying the divergence theorem, Eq. (A.8) becomes∫
Γ

n · (ψ∇φ)dΓ =

∫
Ω

(ψ∇2φ + ∇ψ · ∇φ)dΩ. (A.10)

This is the Green’s first identity for scalars. Subtracting Eq. (A.9) from Eq. (A.8) yields

∇ · (φ∇ψ − ψ∇φ) = φ∇2ψ − ψ∇2φ. (A.11)
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Integrating both sides and applying the divergence theorem gives∫
Γ

n · (φ∇ψ − ψ∇φ)dΓ =

∫
Ω

(φ∇2ψ − ψ∇2φ)dΩ. (A.12)

This is the Green’s second identity for scalars. Now suppose A and B are arbitrary

vectors. Vector derivative identities for dot products yield

∇ · (A∇ · B) = (∇ · A)(∇ · B) + A · ∇(∇ · B), (A.13)

∇ · (B∇ · A) = (∇ · B)(∇ · A) + B · ∇(∇ · A). (A.14)

By integrating both sides and applying the divergence theorem, Eq. (A.13) becomes∫
Γ

n · (A∇ · B)dΓ =

∫
Ω

[(∇ · A)(∇ · B) + A · ∇(∇ · B)] dΩ. (A.15)

This is the Green’s first identity for vector dot products. Subtracting Eq. (A.14) from

Eq. (A.13) yields

∇ · (A∇ · B − B∇ · A) = A · ∇(∇ · B) − B · ∇(∇ · A). (A.16)

Integrating both sides and applying the divergence theorem gives∫
Γ

n · (A∇ · B − B∇ · A)dΓ =

∫
Ω

[A · ∇(∇ · B) − B · ∇(∇ · A)] dΩ. (A.17)

This is the Green’s second identity for vector dot products. On the other hand, Vector

derivative identities for cross products yield

∇ · (A ×∇× B) = (∇× A) · (∇× B) − A · ∇ × (∇× B), (A.18)

∇ · (B ×∇× A) = (∇× B) · (∇× A) − B · ∇ × (∇× A). (A.19)

This can be easily derived from

∇ · (A × B) = (∇× A) · B − A · (∇× B). (A.20)

By integrating both sides and applying the divergence theorem, Eq. (A.18) becomes∫
Γ

n · (A ×∇× B)dΓ =

∫
Ω

[(∇× A) · (∇× B) − A · ∇ × (∇× B)] dΩ. (A.21)

This is the Green’s first identity for vector cross products. Subtracting Eq. (A.18) from

Eq. (A.19) gives

∇ · (A ×∇× B − B ×∇× A) = B · ∇ × (∇× A) − A · ∇ × (∇× B). (A.22)
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Integrating both sides and applying the divergence theorem gives∫
Γ

n · (A ×∇× B − B ×∇× A)dΓ

=

∫
Ω

[B · ∇ × (∇× A) − A · ∇ × (∇× B)] dΩ. (A.23)

This is the Green’s second identity for vector cross products. There is only one type of

Green’s identity for scalars because the double vector derivative can only be applied to

a scalar as a combination of a gradient and divergence. However, there are two types of

Green’s identities for vectors because the double vector derivative can be applied to a

vector as a combination of a gradient and divergence and also a double curl. The relation

between these two are

∇× (∇× A) = ∇(∇ · A) −∇2A. (A.24)

Substituting this relation to the right hand side of Eq. (A.22) and adding Eq. (A.16)

results in

∇ · (A∇ · B − B∇ · A + A ×∇× B − B ×∇× A) = A · ∇2B − B · ∇2A. (A.25)

Integrating both sides and applying the divergence theorem gives∫
Γ

n · (A∇ · B − B∇ · A + A ×∇× B − B ×∇× A)dΓ

=

∫
Ω

(A · ∇2B − B · ∇2A)dΩ. (A.26)

This is a unique form of the Green’s second identity for vectors, and is the relation

commonly used to derive the general Biot-Savart equation.

A.3 Generalized Biot-Savart Equation

The Poisson equation for velocity can be easily obtained from the vector relation

∇×∇× u = ∇(∇ · u) −∇2u. (A.27)

For an incompressible flow (∇ · u = 0) this reduces to

∇2u = −∇× ω. (A.28)

The analogy is very similar to that of the Poisson equation for pressure, where the

continuity equation is also used as an extra constraint during the derivation. Solving

88



APPENDIX A. INTEGRAL EQUATIONS

these Poisson equations can be thought of as a relaxation process in order to achieve

continuity.

For the weighted residual formulation with the fundamental solution G as the weight-

ing function, the Poisson equation becomes∫
Ω

G∇2udΩ = −
∫

Ω

G(∇× ω)dΩ. (A.29)

From Green’s second identity for scalars Eq. (A.17) one obtains∫
Ω

u∇2GdΩ +

∫
Γ

n · [G∇u − (∇G)u] dΓ = −
∫

Ω

G(∇× ω)dΩ, (A.30)

and from the definition of the fundamental solution the first term becomes −u for an

interior point, −1/2u for a boundary point, and zero for an exterior point. One should

be careful upon using the Green’s identity for scalars when u is actually a vector. The

only part effected by this inconsistency is the second term of the surface integral (∇G)u.

Direct substitution of φ = G and ψ = u to Eq. (A.17) yields u∇G, but this conflicts

with the fact that the normal vector must act on ∇ and not u so it must be (∇G)u. The

right hand side of Eq. (A.30) contains ∇ × ω, so this differential operator acting on ω

is quite annoying. This can be removed by the use of vector identities, and the result is

called the generalized Biot-Savart law. The generalized Biot-Savart law can be derived

directly from Eq. (A.30), and also from Green’s second identity for vectors Eq. (A.26).

This may seem like a simple exercise, but the discrepancies in the formulation among

the many researchers of the vortex method is quite confusing and must be generalized in

some way. Therefore, a detailed derivation is given here to clarify the relation between

Eq. (A.30) and the general Biot-Savart law, and also a straightforward derivation from

Eq. (A.26) is shown as means to give some physical insight into the problem.

Derivation from equation Eq. (A.30)

By applying the vector identity φ(∇×A) = ∇× (φA) + A×∇φ to Eq. (A.30) one has∫
Ω

u∇2GdΩ +

∫
Γ

n · [G∇u − (∇G)u] + n × (Gω)dΓ = −
∫

Ω

(ω ×∇G)dΩ. (A.31)

Using the definition ω = ∇×u, the vector equation inside the boundary integral becomes

n · G∇u − n · (∇G)u + n × (G∇× u). (A.32)

G is a scalar and may be taken outside of the vector equation unless it is differentiated

so

− n · (∇G)u + G [n · ∇u + n × (∇× u)] . (A.33)
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Applying the vector identity A · ∇B + A × (∇ × B) = A∇ · B + (A × ∇) × B to the

second and third term gives

− n · (∇G)u + G [n∇ · u + (n ×∇) × u] . (A.34)

For an incompressible flow ∇ · u = 0, so the second term can be deleted. Furthermore,

using the vector identity φ(n×∇)×A = (n×∇)× (φA)− (n×∇φ)×A on the third

term yields

− n · (∇G)u + (n ×∇) × (Gu) − (n ×∇G) × u. (A.35)

The second term can be erased by recalling that
∫

Γ
(n×∇)×AdΓ =

∫
Ω
(∇×∇)×AdΩ = 0.

The result is

− n · (∇G)u − (n ×∇G) × u. (A.36)

Finally, from the vector identity (A · B)C + (A × B) × C = (A · C)B + (A × C) × B

one obtains

− (n · u)∇G − (n × u) ×∇G, (A.37)

so the entire equation looks like∫
Ω

u∇2GdΩ −
∫

Γ

[(n · u)∇G + (n × u) ×∇G] dΓ = −
∫

Ω

(ω ×∇G)dΩ. (A.38)

This is the general Biot-Savart law. The details of this equation will be discussed after

showing another form of derivation.

Derivation from equation Eq. (A.26)

This sequence requires the use of the vector potential Ψ and the vector fundamental

solution G = ∇G× a, where a is an arbitrary unit vector. The vector potential satisfies

the following relations.

∇ · Ψ = 0, (A.39)

∇× Ψ = u, (A.40)

∇2Ψ = −ω. (A.41)

The first constraint is called the Coulomb gauge and is necessary for Ψ to be a unique

potential. The second is the definition of Ψ and the third can be derived from the first

two. The vector fundamental solution also has similar properties such as

∇ · G = 0, (A.42)

∇× G = ∇(a · ∇G) + a∇2G, (A.43)

∇2G = ∇× (a∇2G). (A.44)

90



APPENDIX A. INTEGRAL EQUATIONS

These three relations are the subsequence of vector identities. By substituting Ψ and G

into the Green’s second identity for vectors Eq. (A.26) one obtains∫
Γ

n · (Ψ∇ · G − G∇ · Ψ + Ψ ×∇× G − G ×∇× Ψ)dΓ

=

∫
Ω

(Ψ · ∇2G − G · ∇2Ψ)dΩ. (A.45)

Using the relations Eq. (A.39) through Eq. (A.44) along with the definition G = ∇G×a,

this equation becomes∫
Γ

n ·
{
Ψ ×

[
∇(a · ∇G) + a∇2G

]}︸ ︷︷ ︸
(a)

−n · [(∇G × a) × u]︸ ︷︷ ︸
(b)

dΓ

=

∫
Ω

Ψ · ∇ × (a∇2G)︸ ︷︷ ︸
(c)

+ (∇G × a) · ωdΩ︸ ︷︷ ︸
(d)

. (A.46)

We will first deal with part (a). ∇2G is zero at the boundary so the boundary integral

of a∇2G is zero. Applying the vector identity A ×∇φ = −∇× (φA) + φ∇× A to the

remaining term gives

(a) = −
∫

Γ

n · ∇ × [(a · ∇G)Ψ] dΓ +

∫
Γ

n · [(a · ∇G)∇× Ψ] dΓ. (A.47)

The first term can be erased by recalling that
∫

Γ
n · ∇ × AdΓ =

∫
Ω
∇ · ∇ × AdΩ = 0.

From the definition of the vector potential the remaining term becomes∫
Γ

n · [u(a · ∇G)] dΓ, (A.48)

and can also be rewritten in the form∫
Γ

(n · u)∇G · adΓ. (A.49)

Part (b) requires only one transformation, which makes use of the vector identity A ·
[(B × C) × D] = [(D × A) × B] · C. The result is

(b) =

∫
Γ

[(u × n) ×∇G] · adΓ. (A.50)

Part (c) is transformed by the vector identity A · (∇×B) = (∇×A) ·B−∇ · (A×B),

which yields

(c) =

∫
Ω

(∇× Ψ) · (a∇2G) −∇ ·
[
Ψ × (a∇2G)

]
dΩ. (A.51)
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Applying the definition of the vector potential to the first term and the divergence

theorem to the second gives∫
Ω

u∇2G · adΩ −
∫

Γ

n ·
[
Ψ × (a∇2G)

]
dΓ. (A.52)

Here again, the boundary integral of a∇2G is zero so∫
Ω

u∇2G · a. (A.53)

Finally, part (d) is transformed using (A × B) · C = (C × A) · B, which gives

(d) =

∫
Ω

(ω ×∇G) · a. (A.54)

When these results are summarized the final equation is∫
Γ

(n · u)∇G · a − [(u × n) ×∇G] · adΓ =

∫
Ω

u∇2G · a + (ω ×∇G) · adΩ. (A.55)

Since a is an arbitrary vector it can be removed from the equation, therefore end up with

an equation identical to Eq. (A.38). For the sake of clarity, the equation is shown again.∫
Ω

u∇2GdΩ −
∫

Γ

[(n · u)∇G + (n × u) ×∇G] dΓ = −
∫

Ω

(ω ×∇G)dΩ.

Here again, the first term becomes −u for an interior point, −1/2u for a boundary

point, and zero for an exterior point. The second term on the left hand side represents

the contribution to/of the boundary values, where n · u is the velocity normal to the

boundary, and n × u is the velocity tangent to the boundary.
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Alternative Forms of Equations

B.1 Alternative Smoothing Functions

In a numerical sense, calculating the exponential functions and error functions for a N-

body calculation is time consuming, and the Gaussian function is not the only choice

for the smoothing function. Smoothing functions only need to satisfy certain moment

properties 
∫

ζσ(x)dx = 1∫
xiζσ(x)dx = 0∫

|x|r|ζσ(x)|dx < ∞.

1 ≤ |i| ≤ r − 1

Winckelmans et al.[40] gives a thorough review of the many different forms of two di-

mensional and three dimensional smoothing functions. A list of smoothing functions is
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shown below.

2 − D Low order algebraic
1

π

σ2

(|x|2 + σ2)2

High order algebraic
2

π

σ4

(|x|2 + σ2)3

Super algebraic
2σ4

π

2σ2 − |x|2

(|x|2 + σ2)4

Gaussian
1

2πσ2
exp

(
−|x|2

2σ2

)
Super Gaussian

1

2πσ2

(
2 − |x|2

2σ2

)
exp

(
−|x|2

2σ2

)
3 − D Low order algebraic

3

4π

σ2

(|x|2 + σ2)5/2

High order algebraic
15

8π

σ4

(|x|2 + σ2)7/2

Gaussian
1

2πσ3/2
exp

(
−|x|2

2σ2

)
Super Gaussian

1

2πσ3/2

(
5

2
− |x|2

2σ2

)
exp

(
−|x|2

2σ2

)
The functions can be expressed in radial symmetric form by defining

ζ(ρ) = 2d−1πσdζσ(|x|)

where ρ = |x|/σ, and d is the dimension. In this case the moment properties can be

written as 
∫

ζ(ρ)ρd−1dρ = 1∫
ζ(ρ)ρd−1ρsdρ = 0∫

|ζ(ρ)|ρd−1ρrdρ < ∞,

2 ≤ s ≤ r − 1
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and the list of smoothing functions is simplified to

2 − D Low order algebraic
2

(ρ2 + 1)2

High order algebraic
4

(ρ2 + 1)3

Super algebraic 4
(2 − ρ2)

(ρ2 + 1)4

Gaussian exp

(
−ρ2

2

)
SuperGaussian

(
2 − ρ2

2

)
exp

(
−ρ2

2

)
3 − D Low order algebraic

3

(ρ2 + 1)5/2

High order algebraic
15

2(ρ2 + 1)7/2

Gaussian

(
2

π

)1/2

exp

(
−ρ2

2

)
Super Gaussian

(
2

π

)1/2 (
5

2
− ρ2

2

)
exp

(
−ρ2

2

)
The following relations hold between the radial symmetric regularization functions ζ(ρ),

g(ρ), and G(ρ).

ζ(ρ) =
1

ρd−1

d

dρ
g(ρ) = − 1

ρd−1

d

dρ

(
ρd−1 d

dρ
G(ρ)

)
∫ ρ

0

ζ(s)sd−1ds = g(ρ) = −ρd−1 d

dρ
G(ρ)

−
∫ ρ

0

∫ t

0

ζ(s)sd−1t1−ddsdt = −
∫ ρ

0

g(s)s1−dds = G(ρ)

Also, the relation between the radial symmetric and non-radial symmetric functions can

be summarized as follows.

ζσ(x) =
1

2d−1πσd
ζ(ρ)

gσ(x) = g(ρ)

Gσ(x) =
1

σd−2
G(ρ).

A similar analysis can be performed for the PSE kernel. The radial symmetric PSE

kernel is defined as

η(ρ) = 2d−1πσdησ(x).
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The moment properties of the PSE kernel are
∫

η(ρ)ρ4dρ = 3∫
η(ρ)ρ4ρsdρ = 0∫

|η(ρ)|ρ4ρrdρ < ∞,

2 ≤ s ≤ r − 1

The relation between the radial symmetric PSE kernel and radial symmetric cutoff func-

tion is

η(ρ) = −1

ρ

dζ

dρ
.

Thus, the three dimensional high order algebraic PSE kernel is

η(ρ) =
105

2(ρ2 + 1)9/2
.

This can be rewritten in non-radial-symmetric form as

ησ(x) =
105

8π

σ6

(|x|2 + σ2)9/2
.

The moment properties of non-radial-symmetric PSE kernels are
∫

xixjησ(x)dx = δij∫
xi1

i xi2
j ησ(x)dx = 0∫

|x|r+2ησ(x)dx < ∞,

i1 + i2 = 1 or 3 ≤ i1 + i2 ≤ r + 1

The relation between the non-radial-symmetric PSE kernel and non-radial-symmetric

cutoff function is

ησ(x) = −∇ζσ(x) · x
|x|2/σ2

.

B.2 Alternative Form of the Stretching Term

B.2.1 Stretching Term in Perturbation Form

The assumption here is that the mean velocity is unidirectional in the downstream di-

rection x1 and has a constant shear-rate S in the vertical direction x3.

Ui = Sx3δi1. (B.1)

The equations become confusing in vector notation so index notation is used here. The

vectors asociated with the target points are denoted with the superscript p, and the source
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points with q, in order to avoid confsion between the two. Using these conventions the

vector Biot-Savart equation

u =

∫
ω ×∇G, (B.2)

can be written as

up
i =

∫
εijkω

q
j

∂

∂xk

G. (B.3)

The Green’s function quadrupole is derrived by

∂

∂xl

∂

∂xk

G =
∂

∂xl

(
∂r

∂xk

∂G

∂r
)

= − ∂

∂xl

(xk
1

4πr3
)

= −∂xk

∂xl

1

4πr3
− xk

∂r

∂xl

∂

∂r
(

1

4πr3
) (B.4)

= − δkl

4πr3
− xk

xl

r

−3

4πr4

= − δkl

4πr3
+ 3xkxl

1

4πr5
,

where the following relations have been used.

∂r

∂xi

=
xi

r
∂G

∂r
= − 1

4πr2

∂xi

∂xj

= δij.

Using Eq. (B.3) and Eq. (B.4) the stretching term can be discretized as

Dωp
i

Dt
= ωp

l

∂p

∂xl

up
i

= ωp
l

∂p

∂xl

∫
εijkω

q
j

∂q

∂xk

G

=

∫
εijkω

p
l ω

q
j

∂p

∂xl

∂q

∂xk

G (B.5)

=

∫
εijkω

p
j ω

q
k

4πr3
+

3εijkω
q
jx

q
kω

p
l x

p
l

4πr5
.

The transposed version of the above equation is

Dωp
i

Dt
= ωp

l

∂p

∂xi

up
l

=

∫
εijkω

p
j ω

q
k

4πr3
+

3εjklω
q
jx

q
kω

p
l x

p
i

4πr5
. (B.6)
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Also, by considering a mean shear Ui = Sx3δi1, the stretching term becomes

Dωp
i

Dt
= ωp

l

∂p

∂xl

up
i + ωp

3Sδi1 + S
∂pup

i

∂x2

=

∫
εijkω

p
j ω

q
k

4πr3
+

3εijkω
q
jx

q
kω

p
l x

p
l

4πr5
(B.7)

+ S

∫
−

εij2ω
q
j

4πr3
+

3εijkω
q
jx

q
kx

p
2

4πr5
+ Sωp

3δi1.

The transposed version of this equation is

Dωp
i

Dt
= ωp

l

∂p

∂xi

up
l + ωp

1Sδi3 + S
∂pup

2

∂xi

=

∫
εijkω

p
j ω

q
k

4πr3
+

3εjklω
q
jx

q
kω

p
l x

p
i

4πr5
(B.8)

+ S

∫
−

ε2jiω
q
j

4πr3
+

3ε2jkω
q
jx

q
kx

p
i

4πr5
+ Sωp

1δi3.

B.3 Stretching Term on the MDGRAPE

On the MDGRAPE the equation

(αi · rij)(rij × α) (B.9)

can be calculated by either

(αi · ri)(rij × αj) − (αi · rj)(rij × αj), (B.10)

↓ ↓ ↓
3 3 × 3

or

(αi · rij)(ri × αj) − (αi · rij)(rj × αj). (B.11)

↓ ↓
6 3

The transposed equation

[αi · (rij × αj)]rij, (B.12)
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can be calculated by either

[αi · (ri × αj)]rij − [αi · (rj × αj)]rij, (B.13)

↓ ↓
6 3

or

[αi · (rij × αj)]ri − [αi · (rij × αj)]rj. (B.14)

↓ ↓ ↓ ↓
3 × 3 3 × 3
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Fast Multipole Method

Trading accuracy for speed is quite common in N-body problems, the basic idea is to

find a way to systematically approximate the far field using minimum effort. Due to

the dedication of numerous pursuers, remarkable algorithms have been developed in the

past few decades. Among them, the most often referred to are the ”tree code” by Barnes

and Hut[22], and the ”Fast Multipole Method (FMM)” by Greengard and Rokhlin[23].

The tree code has a theoretical calculation cost of O(N log N), whereas the FMM has

a cost of O(N). This does not mean the FMM is invariably faster than the tree code,

but there is a break even point where the N log N slope crosses the N . The location

of this break even point depends strongly on the details of the algorithm, and also how

efficiently the program is written, and sometimes even the compiler or hardware being

used. One should carefully consider the accuracy required, and choose the order of

multipole moments needed to obtain this accuracy, and depending on the number of

moments, faster translation methods using Rotation, FFT, Matrix Decomposition may

need to be taken into consideration.

In this section, the details of the algorithm, and how to efficiently program it are

mentioned, along with the additional ideas needed for implementing the FMM in vortex

methods. Furthermore, a technique that allows the FMM to be used on the MDGRAPE-

3 (a special purpose board for calculating N-body calculations at a peak speed of 330

GFlops/board) is proposed.

C.1 Box Structure

Both the tree code and FMM construct box structures around the particles they wish to

calculate. The bookkeeping must be done systematically and the translation of informa-
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    Group particles

using box structure

Gather information

    to relay points

Calculate interaction

      of relay points

Group the relay points

      systematically 

Distribute information

       systematically

Distribute information

       to the particles 

This step is skipped

     in Tree Codes

Figure C.1: Flow of calculation

Figure C.2: Example of the calculation sequence

tion within these box structures must be done efficiently. A method to construct such

box structures is introduced first. Then, it will be shown how the data is transferred

within this structure, and how the bookkeeping is done.

A very rough schematic of the flow of calculation is shown in Fig. C.1.The tree

code and FMM first form a box structure, which divides the particles into groups. The

information of the particles belonging to a certain box are gathered to a relay point at

the center of the box. Then this information is passed on to coarser levels, at which the

interaction between well separated boxes is calculated. The tree code directly distributes

the results to the well separated particles, as to where the FMM first distributes the

results to finer levels, and then to the particles.

The basic idea behind these methods is that the influence of far particles do not have

to be subtilized. This concept does not support the interaction between neighboring

boxes, because they would be influencing particles within a distance comparable to that

of what they represent. Thus, the calculation sequence becomes slightly complicated, as

shown in Fig. C.2. Suppose one wishes to calculate the influence of all particles onto

the particles in the dark grey box. The particle information is gathered and sequentially

passed on to the coarser relay points. At the coarsest level the influence of the light grey

boxes on the dark grey box is calculated. At the next level the influence of the remaining
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Self

Neighbor Neighbor

Neighbor

Neighbor

Neighbor

Neighbor

NeighborNeighbor

Parent
Child Child

Child Child

Figure C.3: Hierarchy of boxes

boxes, which are now non-neighboring are calculated. At the finest level the remaining

neighbor boxes are calculated by direct particle interaction. This example is based on

the FMM, but the only difference for a tree code would be the third and fourth picture,

where the dark grey box would consist of particles instead of a relay point.

The data structure and bookkeeping of the tree code and FMM should be constructed

to effectively handle the procedures in Fig. C.2. First, in order to pass on the information

between levels, it is essential that one can readily find the corresponding relay points of

the coarser and finer levels. Such boxes are defined as parents and children, as shown in

Fig. C.3. The indexing shown in Fig. C.4 is ideal for this case. Suppose that d is the

number of dimensions one is calculating in, and n is the global index of the box. The

corresponding index of the parent box is always n/2d, and the indices of the children are

2dn + i, where i = 0, ..., 2d − 1. At the same time, it is necessary to find the position

of each relay point and also acknowledge neighbor boxes. This is easier if one uses an

indexing like the one in Fig. C.5. Suppose that xmin, xmax, ymin and ymax represent

the size of the calculation domain (the level 0 box), (nx, ny) denotes the coordinate index,

and l is the box level. The position of a relay point can be calculated by

x = xmin + (xmax − xmin)2−l(nx + 2−1),

y = ymin + (ymax − ymin)2−l(ny + 2−1), (C.1)

and the coordinate index of the neighbors are obvious. Now, one wonders if there could

be a relation between these two indexing methods. The answer is yes. The global index
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0
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1 3 9 11
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16 18 24 26 48 50 56 58

5 7 13 15 37 39 45 47

4 6 12 14 36 38 44 46

1 3 9 11 33 35 41 43

0 2 8 10 32 34 40 42

Level 0 Level 1 Level 2 Level 3

Figure C.4: Global indexing in 2-D

(0,0)
(0,0)

(1,0)

(0,1)

(1,1)
(3,0)(3,1)(3,2)(3,3)

(2,0)(2,1)(2,2)(2,3)

(1,0)(1,1)(1,2)(1,3)

(0,0)(0,1)(0,2)(0,3)

(7,0)(7,1)(7,2)(7,3)(7,4)(7,5)(7,6)(7,7)

(6,0)(6,1)(6,2)(6,3)(6,4)(6,5)(6,6)(6,7)

(5,0)(5,1)(5,2)(5,3)(5,4)(5,5)(5,6)(5,7)

(4,0)(4,1)(4,2)(4,3)(4,4)(4,5)(4,6)(4,7)

(3,0)(3,1)(3,2)(3,3)(3,4)(3,5)(3,6)(3,7)

(2,0)(2,1)(2,2)(2,3)(2,4)(2,5)(2,6)(2,7)

(1,0)(1,1)(1,2)(1,3)(1,4)(1,5)(1,6)(1,7)

(0,0)(0,1)(0,2)(0,3)(0,4)(0,5)(0,6)(0,7)

Level 0 Level 1 Level 2 Level 3

Figure C.5: Coordinate indexing in 2-D

can be obtained from coordinate indices by calculating

n =
l−1∑
i=0

[
mod (nx/2

i, 2)2(di+1) + mod (ny/2
i, 2)2di

]
, (C.2)

and the vice versa by

nx =
l−1∑
i=0

mod (n/2(di+1), 2)2i,

ny =
l−1∑
i=0

mod (n/2di, 2)2i. (C.3)

The extension to the 3-D case is straightforward, and the relations are

n =
l−1∑
i=0

[
mod (nx/2

i, 2)2(di+1) + mod (ny/2
i, 2)2di

+ mod (nz/2
i, 2)2(di+2)

]
, (C.4)
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Figure C.6: Basic concept of the multipole expansion in 1-D

nx =
l−1∑
i=0

mod (n/2(di+1), 2)2i,

ny =
l−1∑
i=0

mod (n/2di, 2)2i,

nz =
l−1∑
i=0

mod (n/2(di+2), 2)2i. (C.5)

The beauty of this indexing method lies in its ability to find the corresponding group of

particles or relay points with minimum complexity and memory requirements.

C.2 Formulation

The formulation and basic ideas underlying are the same for both the tree code and

FMM. Here, the formulation of only the FMM is explained, since everything the tree

code needs is also used in the FMM. First, a very simple 1-D example is presented, which

illustrates the general concept of these methods. Then, by using complex variables this

concept is extended to a 2-D case. After that, the concept is extended to 3-D with

the use of spherical harmonics. Then, a faster translation method is introduced, which

makes use of the rotation of spherical harmonics. Finally, the two subspecies of FMM,

which do not use multipoles are shown.

C.2.1 1-D case

Let us first consider a case where xi and xj represent two separate points in a 1 dimen-

sional space. By introducing a third point x∗ somewhere near xj, the function takes the

form
1

xi − xj

. (C.6)

Using the third point x∗, this can be rewritten

1

xi − xj

=
1

xi − x∗

1(
1 − xj−x∗

xi−x∗

) . (C.7)
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The Mclaurin expansion of 1
1−t

has the form of

1

1 − t
=

∞∑
k=0

tk, (C.8)

by substituting
xj−x∗
xi−x∗

into t, Eq. (C.7) becomes

1

xi − xj

=
1

xi − x∗

∞∑
k=0

(
xj − x∗

xi − x∗

)k

=
∞∑

k=0

(xi − x∗)
−(k+1)(xj − x∗)

k. (C.9)

Now if one considers the calculation between N particles, where

Φ(xi) =
N∑

j=1

1

xi − xj

, (C.10)

is preformed for each target particle i, It can be seen that a straight forward calculation

would have the cost of O(N2). By considering the relation in Eq. (C.9), this equation

can be rewritten as

Φ(xi) =
∞∑

k=0

(xi − x∗)
−(k+1)︸ ︷︷ ︸

(a)

N∑
j=1

(xj − x∗)
k︸ ︷︷ ︸

(b)

. (C.11)

Part (a) does not involve j particles so it can be taken outside of the summation for j.

In the same way, part (b) does not involve i particles so this part need not be computed

for every i particle. So the moments of the j particles around ∗ are calculated to obtain

Mk =
N∑

j=1

(xj − x∗)
k. (C.12)

By truncating the Mclaurin expansion at a finite order p, k needs to be calculated only

from 0 to p− 1. So the calculation cost of this part is O(pN). Then this Mk can be used

to calculate

Φ(xi) =

p−1∑
k=0

(xi − x∗)
−(k+1)Mk. (C.13)

This equation must be calculated for N particles, so the calculation cost of this equation

is also O(pN). The resulting total cost is O(pN), so if p is some where around 10 and

N is about 106 the calculation cost can be reduced 105 times. Of course this is a special

case, where a single point ∗ could be used as a relay point for all j particles. This is

impossible because the Mclaurin expansion assumes that

|xj − x∗|
|xi − x∗|

¿ 1, (C.14)
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1 2 3 4 5 6 7

Figure C.7: Details of the calculation sequence in 1-D

and it is obvious that no single point ∗ can be close to all particles simultaneously. In the

actual case, more than one relay point is used, as shown in the previous chapter. These

relay points are actually called the origin of the multipole expansion, meaning that the

multipole moments are calculated by using these points as the origin. One can always

define either of the following two equations for any set of i and j particles, except the

for the case where i and j are extremely close to each other.

Φ(xi) =

p−1∑
k=0

(xi − x∗)
−(k+1)

N∑
j=1

(xj − x∗)
k

︸ ︷︷ ︸
Mk

, |xj − x∗| ¿ |xi − x∗| , (C.15)

Φ(xi) =

p−1∑
k=0

(xi − x∗)
k

N∑
j=1

(xj − x∗)
−(k+1)

︸ ︷︷ ︸
Lk

, |xj − x∗| À |xi − x∗| . (C.16)

Eq. (C.15) is called the multipole expansion, whereas Eq. (C.16) is called the local

expansion. ”Multipole” is sometimes replaced by the words ”Singular”, ”Outer” or ”Far

Field”, and ”Local” is sometimes called ”Regular”, ”Inner” or ”Near Field”, but they

all mean the same thing.

In the previous section, an example of the calculation sequence was shown in Fig. C.2.

A 1-D version of this is shown in Fig. C.7, and this time the actual equations being solved

are shown. Each number in the figure represents a certain calculation. Step 1. is the

multipole expansion, where the Mk at the center of each box is calculated from Eq. (C.12),

where j and N are the indices and total number of particles in the corresponding box.

As mentioned earlier, Eq. (C.15) is also called the multipole expansion, but the entire

equation Eq. (C.15) is never calculated in the actual sequence, only the Mk part is. Thus,

the multipole expansion in the actual calculation refers to Eq. (C.12). Step 2. is the

multipole to multipole translation, where the Mk of the finer boxes are gathered to form

the Mk of the coarser boxes by calculating

Mn =
n∑

k=0

M̂k(−1)n−k

(
n

k

)
(x∗ − x̂∗)

n−k, (C.17)
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where n and k are the indices of the coarse and fine boxes respectively. The hat represents

the M of the finer boxes, whereas the unmarked M represents the multipole expansion

of the coarser boxes. Step 3. is the multipole to local translation, which is preformed at

the coarsest level. The Lk induced by the Mk of well separated boxes is calculated by

Ln =

p−1∑
k=0

Mk(−1)n

(
n + k

n

)
(x∗ − x̂∗)

−(n+k+1), (C.18)

where the notations follow Eq. (C.17), and p is the order of multipole expansion. Step

4. is the local to local translation, where the Lk of the coarser boxes is distributed to

the Lk of the finer ones by calculating

Ln =

p−1∑
k=n

L̂k

(
k

n

)
(x∗ − x̂∗)

k−n. (C.19)

Here, the hat represents the L at coarser boxes, and the unmarked L represents the

local expansion of the finer boxes. Step 5. is the multipole to local translation for the

remaining boxes at finer levels. When the neighbor boxes are divided into finer boxes,

some of them become non-neighbors again, so one must calculate Eq. (C.18) for these

remaining boxes. Step 6. is the local expansion, where the Lk is distributed to the

particles contained in the corresponding boxes. By the time this calculation takes place,

the influence from all particles except the ones in the neighbor and self boxes have been

integrated into Lk, so solving Eq. (C.16) for each i particle using the corresponding Lk

will account for the effect of these particles. Step 7. is the direct calculation, which

calculated Eq. (C.10) for all particles belonging to the neighboring and self boxes at the

finest level. By the end of this step, the contribution of all source particles would have

been considered.

C.2.2 2-D case

The above mentioned concept can be extended from 1-D to 2-D by making use of complex

variables. For the 2-D case the formulations basically follow that of Hrycak & Rokhlin

[72], but for the sake of consistency with the 1-D and 3-D case, Mk and Lk will be used

instead of ak and bk for the expansions, and also zi and zj instead of z and zi. The z

in Hrycak & Rokhlin corresponds to both zi − zj and zi − z∗ for our case, and zi used

in Hrycak & Rokhlin corresponds to zj − z∗ in our notations. Using such variables, the

complex potential function of interest has the form

Φ(zi) =
N∑

j=1

qj

zi − zj

, (C.20)
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Figure C.8: Basic concept of the multipole expansion in 2-D

where z = x + iy is the complex coordinate and q is the source strength. In likewise

manner to the 1-D case the 2-D multipole expansion and local expansion become

Φ(zi) =

p−1∑
k=0

(zi − z∗)
−(k+1)

N∑
j=1

(zj − z∗)
k

︸ ︷︷ ︸
Mk

, |zj − z∗| ¿ |zi − z∗| , (C.21)

Φ(zi) =

p−1∑
k=0

(zi − z∗)
k

N∑
j=1

(zj − z∗)
−(k+1)

︸ ︷︷ ︸
Lk

, |zj − z∗| À |zi − z∗| . (C.22)

The only difference between the 1-D case is that the x has now become z. The translation

equations directly follow from the 1-D case to yield

Mn =

p−1∑
k=0

M̂k(−1)n−k

(
n

k

)
(z∗ − ẑ∗)

n−k, (C.23)

Ln =

p−1∑
k=0

Mk(−1)n

(
n + k

n

)
(z∗ − ẑ∗)

−(n+k+1), (C.24)

Ln =

p−1∑
k=n

L̂k

(
k

n

)
(z∗ − ẑ∗)

k−n. (C.25)

The notations directly follow the 1-D case. The calculation sequence is also identical to

the 1-D case. Fig. C.2 is reploted with the sequence numbering in Fig. C.9, and denote

the corresponding equations below.
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1 32 4 5 6 7

Figure C.9: Details of the calculation sequence in 2-D

Step 1. multipole expansion: Eq. (C.21)

Step 2. multipole to multipole translation: Eq. (C.23)

Step 3. multipole to local translation at coarsest level: Eq. (C.24)

Step 4. local to local translation: Eq. (C.25)

Step 5. multipole to local translation at remaining boxes: Eq. (C.24)

Step 6. local expansion: Eq. (C.22)

Step 7. direct calculation: Eq. (C.20)

C.2.3 3-D case

It is convenient to use spherical coordinates when discussing multipole expansions in

3-D. As seen in Fig. C.10, the origin of the multipole expansion is positioned at the

origin of the coordinate frame. Then the two vectors can be defined as

xi − x∗ = xi∗(r, θ, φ), (C.26)

xj − x∗ = xj∗(ρ, α, β). (C.27)

The vector from the origin ∗ to particle i has a radius of r, a polar angle of θ, and

an azimuthal angle φ. The vector from the origin ∗ to particle j has a radius of ρ, a

polar angle of α, and an azimuthal angle β. Separate variables are used for the i and j

particles, since the equations become rather complex for the 3-D case. The conventions

used here follow that of Cheng et al.[73]. Also, the angle between the two vectors is

defined as γ. Using these notations the 3-D potential equation can be written as

Φ(xi) =
N∑

j=1

qj

|xi − xj|
. (C.28)
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xjxi

β
φ

ρθ
α
γ

Figure C.10: Basic concept of the multipole expansion in 3-D

A part of this equation can also be rewritten in the form

1

|xi − xj|
=

1

r
√

1 − 2uµ + µ2
, (C.29)

where

µ =
ρ

r
,

u = cos(γ).

Similar to the 1-D and 2-D cases, a series expansion is performed, but this time a

specialized expansion for spherical coordinates using Legendre polynomials is used. The

Legendre polynomials are solutions to the Legendre’s differential equation and may be

expressed using Rodrigues’ formula

Pn(x) =
1

2nn!

dn

dxn
(x2 − 1)n. (C.30)

What is important here is the property of this function

∞∑
n=0

µnPn(u) =
1√

1 − 2uµ + µ2
, (C.31)

which can be substituted into Eq. (C.29) to yield

1

|xi − xj|
=

∞∑
n=0

ρn

rn+1
Pn(u). (C.32)
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For the 1-D and 2-D case, the equation could be separated into a part involving only

i, and another part involving only j, and this was the main benefit of the multipole

expansion. At this point of the 3-D analysis this can not be observed. However, when

one uses the relation between Legendre polynomials and spherical harmonics

Pn(u) =
4π

2n + 1

n∑
m=−n

Y −m
n (α, β)Y m

n (θ, φ), (C.33)

it can be seen that this is possible for the 3-D case also. The spherical harmonics are

the angular portion of the solution to Laplace’s equation in spherical coordinates, and

are most commonly defined by

Y m
n (θ, φ) = (−1)m︸ ︷︷ ︸

(a)

√
2n + 1

4π︸ ︷︷ ︸
(b)

√
(n − |m|)!
(n + |m|)!

P |m|
n (cosθ)eimφ. (C.34)

The most confusing factor in 3-D multipole expansion is the fact that, this definition is

sometimes performed without (a); the Condon-Shortley phase, or in other cases without

(b); the orthonormal basis. Without the Condon-Shortley phase

Y −m
n = Y m

n , (C.35)

and with the Condon-Shortley phase

Y −m
n = (−1)nY m

n . (C.36)

The overline denotes the complex conjugate. This is only one example of how the defini-

tion will effect almost all relations which are derived from this definition. Following the

notation of Cheng et al.[73], the spherical harmonic without the Condon-Shortley phase

and orthonormal basis becomes

Y m
n (θ, φ) =

√
(n − |m|)!
(n + |m|)!

P |m|
n (cosθ)eimφ. (C.37)

In order to calculate the spherical harmonics, the value of the associated Legendre poly-

nomials Pm
n must be determined. The associated Legendre polynomials have a recurrence

relation, which require only the information of x to start. The recurrence relations and

identities used to generate the full associated Legendre polynomial are

(n − m)Pm
n (x) = x(2n − 1)Pm

n−1(x) − (n + m − 1)Pm
n−2(x), (C.38)

Pm
m (x) = (−1)m(2m − 1)!(1 − x2)m/2, (C.39)

Pm
m+1 = x(2m + 1)Pm

m (x). (C.40)
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Once the associated Legendre polynomials are calculated, one can obtain the spherical

harmonics. The usefulness of the spherical harmonics becomes clear when Eq. (C.28),

Eq. (C.32), and Eq. (C.33) are combined to form

Φ(xi) =

p−1∑
n=0

n∑
m=−n

r−n−1
i Y m

n (θi, φi)

{
N∑
j

qjρ
n
j Y

−m
n (αj, βj)

}
︸ ︷︷ ︸

Mm
n

(C.41)

ρ ¿ r,

Φ(xi) =

p−1∑
n=0

n∑
m=−n

rn
i Y m

n (θi, φi)

{
N∑
j

qjρ
−n−1
j Y −m

n (αj, βj)

}
︸ ︷︷ ︸

Lm
n

(C.42)

ρ À r.

These are the mutipole and local expansions of the 3-D potential equation, respectively.

Even though they may seem more complex than the 1-D and 2-D cases, the general idea

of separating the part involving only i and only j is the same.

The translation operators are

Mk
j =

j∑
n=0

n∑
m=−n

M̂k−m
j−n i|k|−|m|−|k−m|Am

n Ak−m
j−n ρnY −m

n (α, β)

(−1)nAk
j

, (C.43)

Lk
j =

p−1∑
n=0

n∑
m=−n

Mm
n i|k−m|−|k|−|m|Am

n Ak
j Y

m−k
j+n (α, β)

(−1)j+kAm−k
j+n ρj+n+1

, (C.44)

Lk
j =

p−1∑
n=j

n∑
m=−n

L̂m
n i|m|−|k|−|m−k|Am−k

n−j Ak
j ρ

n−jY m−k
n−j (α, β)

Am
n

, (C.45)

where

Am
n =

(−1)n

(n − m)!(n + m)!
. (C.46)

A 3-D version of Fig. C.9 will not be presented, because the calculation sequence is

identical, where the equations will be noted by just the sequence numbers below.

Step 1. multipole expansion: Eq. (C.41)

Step 2. multipole to multipole translation: Eq. (C.43)

Step 3. multipole to local translation at coarsest level: Eq. (C.44)

Step 4. local to local translation: Eq. (C.45)

Step 5. multipole to local translation at remaining boxes: Eq. (C.44)
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Rotation Based TranslationStandard Translation2-D view of interacting boxes

Mn
m

L j
k
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k

L j
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M
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Figure C.11: Schematic of the Rotation Based Translation

Step 6. local expansion: Eq. (C.42)

Step 7. direct calculation: Eq. (C.28)

C.2.4 Rotation Based FMM

The translation operators Eq. (C.43), Eq. (C.44), and Eq. (C.45) have a complexity

of O(p4). For problems that require high accuracy, the order of expansion p must be

increased. There are a few methods which can reduce the complexity of the translation

operator. The rotation based translation [74] has a complexity of O(p3), and the plane

wave based translation [73] has a complexity of O(p2 log p). However, the asymptotic

constant is smaller for the methods with higher complexity, so for calculations that do

not require large p, the effectiveness of these methods is questionable. For our case, the

minimum accuracy requirements suggest that the order of expansion should be at least

p = 10. For such moderate p the plane wave based translation is slower.

The rotation based translation makes use of a certain property of the spherical har-

monic. Assuming that θ = 0, and φ = 0 in Eq. (C.37) yields

Y m
n (0, 0) =

√
(n − |m|)!
(n + |m|)!

P |m|
n . (C.47)

Following this, the translation operators Eq. (C.43), Eq. (C.44), and Eq. (C.45)

113



APPENDIX C. FAST MULTIPOLE METHOD

become

Mk
j =

j∑
n=0

M̂k
j−nA

0
nA

k
j−nρ

nY 0
n (0, 0)

(−1)nAk
j

, (C.48)

Lk
j =

p−1∑
n=0

M̂k
nAk

nA
k
j Y

0
j+n(0, 0)

(−1)j+kA0
j+nρ

j+n+1
, (C.49)

Lk
j =

p−1∑
n=j

L̂k
nA

0
n−jA

k
j ρ

n−jY 0
n−j(0, 0)

Ak
n

. (C.50)

It can readily be seen that the complexity of the translation has been reduced to O(p3).

In order to use these translation operators, θ and φ must be reduced to zero. A spherical

harmonic can be rotated by using the Wigner D matrix

Y m
n (α + θ, β + φ) =

n∑
k=−n

Dkm
n (θ, φ)Y k

n (α, β). (C.51)

From the definition of M and L in Eq. (C.41) and Eq. (C.42), it can be seen that M

and L are the spherical harmonic Y multiplied by values which are independent of the

angle. Thus, the rotation of M and L directly follow that of Y .

Mm
n (α + θ, β + φ) =

n∑
k=−n

Dkm
n (θ, φ)Mk

n(α, β), (C.52)

Lm
n (α + θ, β + φ) =

n∑
k=−n

Dkm
n (θ, φ)Lk

n(α, β). (C.53)

A schematic of the rotation based translation is shown in Fig. C.11. The two boxes

in the center and right figure represent a pair of interacting boxes for the multipole to

local translation, and the corresponding 2-D view is shown in the left figure. Also, in the

center and right figures, an isosurface of Y 0
2 is drawn inside the boxes to represent the

axis of M and L. In the standard translation the axis of the spherical harmonics and

the translational vector (depicted by an arrow) are not aligned. In the rotational based

translation, the multipole expansion Mm
n is first rotated by Eq. (C.52) to align with the

translational vector. Then Eq. (C.49) is solved to obtain the local expansion Lk
j , and

Eq. (C.53) is used to rotate Lk
j back to the original coordinate frame.

The Wigner D matrix can be decomposed into

Dkm
n (θ, φ) = dkm

n (θ)eι(k+m)φ. (C.54)
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There exist a variety of recurrence relations for dkm
n . It is true that some of these

recurrence relations [75] accumulate too much round off error for calculations with large

expansion order. The recurrence relations by White & Head-Gordon [74] seems to work

for large expansion order p > 10, and is sufficient for our case. The starting point and

recurrence relations can be written as

dn,n
n = cos

(
θ

2

)2n

, (C.55)

dn,k−1
n =

√
n + k

n − k + 1
tan

(
θ

2

)
dn,k

n , (C.56)

dm−1,k
n =

√
n(n + 1) − k(k + 1)

n(n + 1) − m(m − 1)
dm,k+1

n ,

− k + m√
n(n + 1) − m(m − 1)

sin θ

1 + cos θ
dm,k

n . (C.57)

C.2.5 FMM on MDGRAPE-3

The MDGRAPE-3 is the third model of a special purpose computer designed for molec-

ular dynamics calculations. One MDGRAPE-3 chip has the peak performance of 330

GFlops. The vortex method has been used on the second model MDGRAPE-2 by Sheel

et al.[76] for calculating the collision of vortex rings. The present study focuses on the

simultaneous use of the FMM and MDGRAPE-3. One major problem in this sense is

that the MDGRAPE chips can only handle two types of calculations. The Coulomb

potential

pi =
N∑

j=1

bjg(a|rij|2), (C.58)

and Coulomb force

fi =
N∑

j=1

bjg(a|rij|2)rij. (C.59)

g() is an arbitrary function, which must be defined prior to the calculation. a and bj are

constants, which can be used for scaling. The direct form of the Biot-Savart equation

Eq. (C.69) and the stretching term Eq. (C.70) can be calculated by using a combination

of Eq. (C.58) and Eq. (C.59) [76], but the mutipole and local expansions and their

translations are impossible to reduce to such a form. Therefore, the MDGRAPE-3 can

only be used for the final step of the FMM where it calculates the direct interaction of

particles. This in turn will prevent the optimum level of box divisions from growing.
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The inefficiency of the above method resides in the fact that only one of the two time

consuming routines of the FMM is calculated on the MDGRAPE-3. It is possible to

calculate both hot spots of the FMM by converting the multipole to local translation

into a many body problem. This requires the use of two independent methods, the

Poisson integral method by Anderson [77] and the pseudo-particle method by Makino

[78]. Instead of calculating the multipole and local expansions at the center of the boxes,

these methods calculate the physical properties of interest at quadrature points placed

on a spherical shell surrounding the boxes. In contrast to the original FMM, which uses

five different equations for the expansions and translations, these methods use only two.

Makino’s method for the multipole to multipole translation

αi =
N∑

j=1

αj

p−1∑
n=0

2n + 1

K

(
ρj

rs

)n

Pn(cos γij), (C.60)

and Anderson’s method for the local to local translation

Φi =
N∑

j=1

Φj

p−1∑
n=0

2n + 1

K

(
ρj

rs

)n

Pn(cos γij), (C.61)

i represents the index after the translation and j represents the one before. K is the

number of quadrature points on the sphere surrounding the box, so the index i runs from

1 to K, and rs is the radius of this sphere. γij is the angle between the position vector

of source and target particles. Given that xi = (ri, θi, φi) and xj = (ρj, αj, βj), cos γij

can be written as

cos γij =
xi · xj

riρj

, (C.62)

Everything else (particle to multipole, multipole to local, local to particle translations)

is calculated by

Φi =
N∑

j=1

αj

4πrij

, (C.63)

and this equation can be transformed into the form of Eq. (C.58), and can be processed

on the MDGRAPE.

Next, a brief explanation is given about how this method is actually used, by consid-

ering an example analogous to the one shown in Fig. C.9. Suppose we are calculating

the Biot-Savart equation. The flow of calculation is shown in Fig. C.12 and C.13.

Step.1(P2M) Eq. (C.63) is calculated for the quadrature points on a sphere that

is twice the size of the circumscribing sphere. Then, the vortex strength α on the
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1 32 4 5 6 7

Figure C.12: Flow of FMM calculation without multipoles

circumscribing sphere is calculated from the potential Φ on the large sphere by solving

a system of equations in Eq. (C.63).

Step.2(M2M) Makino’s method Eq. (C.60) is used to translate the vortex strength

onto the larger spheres.

Step.3(M2L) Eq. (C.63) is calculated for the quadrature points on the non-neighboring

spheres.

Step.4(L2L) Anderson’s method Eq. (C.61) is used to translate the potential onto

the smaller spheres.

Step.5(M2L) Eq. (C.63) is calculated for the quadrature points on the remaining

non-neighboring spheres.

Step.6(L2P) Solve a system of equations given by Eq. (C.63) to calculate vortex

strength on a sphere that is twice the size of the circumscribing sphere, from the potential

on the circumscribing sphere. Then, calculate Eq. (C.69) to obtain the velocity of all

particles in the corresponding box.

Step.7(P2P) Calculate the remaining induced velocity using Eq. (C.69) for all parti-

cles in the light grey box in the last figure.

A pseudo-particle tree code can be constructed by skipping steps 3, 4, and 5 and

directly calculating the local expansion at each level.
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Figure C.13: A closer look of the individual steps. ”x” are targets and ”o” are sources
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C.3 Application to Vortex Methods

C.3.1 2-D case

When using real variables, the components of the Biot-Savart law would look like

ui = −
N∑

j=1

αj

2π

yi − yj

r2
ij

, (C.64)

vi =
N∑

j=1

αj

2π

xi − xj

r2
ij

. (C.65)

For the 2-D case one can use complex variables to express the same thing using only

wi =
N∑

j=1

i

2π

αj

zi − zj

, (C.66)

where z = x + iy and w = u − iv. For such a case, it is only necessary to apply the

1-D expansions Eq. (C.15) and Eq. (C.16), where z is used instead of x. The resulting

equations are

wi =
i

2π

p−1∑
k=0

(zi − z∗)
−k−1

{
N∑

j=1

αj(zj − z∗)
k

}
, (C.67)

=
i

2π

p−1∑
k=0

(zi − z∗)
k

{
N∑

j=1

αj(zj − z∗)
−k−1

}
, (C.68)

for the multipole and local expansion, respectively.

C.3.2 3-D case

In a 3-D calculation the Biot-Savart equation

ui =
N∑

j=1

αjgσ ×∇G, (C.69)

and the stretching term

Dαi

Dt
= αi · ∇ui

= αi · ∇
N∑

j=1

αjgσ ×∇G (C.70)

=
N∑

j=1

αj∇gσ ×∇G · αi,
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are both subject to the FMM formulation. G is the Green’s function of the Laplace

equation. gσ is the cutoff function, which is defined by gσ =
∫ ρ

0
ζsd−1ds, where ζ

(
|x|
σ

)
=

2d−1πσdζσ(x), and d is the dimension. The Green’s function can be approximated by the

multipole expansion

N∑
j=1

G ≈ 1

4π

p−1∑
n=0

n∑
m=−n

r−n−1
i Y m

n (θi, φi)︸ ︷︷ ︸
Si


N∑

j=1

ρn
j Y

−m
n (αj, βj)︸ ︷︷ ︸

Mj

 , (C.71)

and also the local expansion

N∑
j=1

G ≈ 1

4π

p−1∑
n=0

n∑
m=−n

rn
i Y m

n (θi, φi)︸ ︷︷ ︸
Ri


N∑

j=1

ρ−n−1
j Y −m

n (αj, βj)︸ ︷︷ ︸
Lj

 . (C.72)

The operators S, M , R, L are defined to simplify the equations in the following steps.

Using these operators, Eq. (C.69) can be written as

ui ≈
1

4π

p−1∑
n=0

n∑
m=−n

{
N∑

j=1

αjMj

}
×∇Si, (C.73)

ui ≈
1

4π

p−1∑
n=0

n∑
m=−n

{
N∑

j=1

αjLj

}
×∇Ri. (C.74)

Similarly, Eq. (C.70) can be written as

Dαi

Dt
≈ 1

4π

p−1∑
n=0

n∑
m=−n

{
N∑

j=1

αj ×∇Mj

}
(αi · ∇Si), (C.75)

Dαi

Dt
≈ 1

4π

p−1∑
n=0

n∑
m=−n

{
N∑

j=1

αj ×∇Lj

}
(αi · ∇Ri). (C.76)

The cutoff function does not appear in these equations since they are used to calculate

the effect of the far field, for which it would have negligible effect.

Unlike the potential equation, these equations require the calculation of gradients of

the spherical harmonic. For example, in Eq. (C.74) ∇R must be calculated. Taking the

derivative for each direction in spherical coordinates yields

∇R =

(
nρn−1Y, ρn ∂Y

∂θ
, ιmρnY

)
. (C.77)
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The calculation of these values is straightforward except for the derivative of Y m
n , which

from Eq. (C.37) becomes

∂Y m
n (θ, φ)

∂θ
=

√
(n − |m|)!
(n + |m|)!

∂P
|m|
n (cosθ)

∂θ
eimφ. (C.78)

The derrivative of Pm
n can be calculated from

∂Pm
n

∂θ
=

(n − m + 1)Pm
n+1 − (n + 1) cos θPm

n

sin θ
. (C.79)
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Appendix D

Energy Spectrum Equation

In the calculations of homogenous isotropic turbulence and homogeneous shear flow, the

critical factor is the balance between the production, spectral transfer, and dissipation

of kinetic energy. The energy spectrum equation is the key equation, which has the

corresponding terms for the above mentioned components. The derivation for the ho-

mogeneous isotropic case and homogeneous shear case are are shown in a comprehensive

manner by combining the information given in Bernard & Wallace [79] and Hinze [80].

The notations used here basically follow that of Bernard & Wallace.

D.1 Two Point Correlation

The essentials of two point correlations are given in p.9-14, 256-261 of Bernard & Wallace.

Following these conventions, the two point double and triple velocity correlation and the

velocity-pressure correlation are defined as

Rij(x,y, t) ≡ ui(x, t)uj(y, t), (D.1)

Sij,k(x,y, t) ≡ ui(x, t)uj(x, t)uk(y, t), (D.2)

Ki(x,y, t) ≡ ui(x, t)p(y, t). (D.3)

These conventions strictly correspond to the following conventions used in Hinze

Qi,j ≡ (ui)A(uj)B,

Sij,k ≡ (ui)A(uj)A(uk)B,

Ki,p ≡ (ui)ApB,

but we will adopt the former by Bernard & Wallace hereafter. As shown in pages 32-33

of Bernard & Wallace, the transport equation of the two point velocity correlation can
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be derrived in similar manner to the one point correlation case by taking the average of

ui(x, t) times the jth component of the Navier-Stokes equation at y and adding to this

the same quantity with i, j and x, y reversed.

∂Rij

∂t
(x,y, t) + Uk(y, t)

∂Rij

∂yk

(x,y, t) + Uk(x, t)
∂Rij

∂xk

(x,y, t)

= −Rik(x,y, t)
∂U j

∂yk

(y, t) −Rjk(y,x, t)
∂U i

∂xk

(x, t)

− ∂Sjk,i

∂yk

(y,x, t) − ∂Sik,j

∂xk

(x,y, t) − 1

ρ

∂Ki

∂yj

(x,y, t) − 1

ρ

∂Kj

∂xi

(y,x, t) (D.4)

+ ν
∂2Rij

∂y2
k

(x,y, t) + ν
∂2Rij

∂x2
k

(x,y, t).

This equation is the starting point of the present analysis. Now, we assume homogeniety

in all directions for the correlations, but not the mean velocity, which is true for a

homogeneous shear flow. The correlation values then depend only on the relative position

of x and y, and not their absolute positions. The independent variables of the correlations

can be changed to

Rij(x,y, t) = Rij(r, t), (D.5)

Sij,k(x,y, t) = Sij,k(r, t), (D.6)

Ki(x,y, t) = Ri(r, t), (D.7)

where r = y − x. This leads to the following relation for the derrivative.

∂Rij

∂xk

(x,y, t) =
∂Rij

∂rk

∂

∂xk

(y − x) = −∂Rij

∂rk

(r, t). (D.8)

Similarly,

∂Rij

∂yk

(x,y, t) =
∂Rij

∂rk

(y − x, t), (D.9)

∂Sjk,i

∂yk

(y,x, t) = −∂Sjk,i

∂rk

(x − y, t), (D.10)

∂Sik,j

∂xk

(x,y, t) = −∂Sik,j

∂rk

(y − x, t), (D.11)

∂Ki

∂yj

(x,y, t) =
∂Ki

∂rj

(y − x, t), (D.12)

∂Kj

∂xi

(y,x, t) =
∂Kj

∂ri

(x − y, t). (D.13)
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Applying these relations to Eq. (D.4) yields

∂Rij

∂t
(r, t) + Uk(y, t)

∂Rij

∂rk

(r, t) − Uk(x, t)
∂Rij

∂rk

(r, t)

= −Rik(−r, t)
∂U j

∂yk

(y, t) −Rjk(r, t)
∂U i

∂xk

(x, t)

+
∂Sjk,i

∂rk

(−r, t) +
∂Sik,j

∂rk

(r, t) − 1

ρ

∂Ki

∂rj

(r, t) − 1

ρ

∂Kj

∂ri

(−r, t) (D.14)

+ 2ν
∂2Rij

∂r2
k

(r, t)

This equation corresponds to (4-17) in Hinze, and is a generalized form of the transport

equation of the two point velocity correlation for both homogeneous isotropic turbu-

lence and homogeneous shear flows. Without loss of generality, we may assume that

Uk = Sx3δk1, where S is the shear rate of the homogeneous shear and S = 0 for the

homogeneous isotropic turbulence. This implies that

Uk(y, t) − Uk(x, t) =
∂U1

∂x3

r3δk1 = Sr3δk1, (D.15)

and
∂U i

∂xj

= Sδi1δj3. (D.16)

Substitution of these two relations to Eq. (D.14) yields

∂Rij

∂t
(r, t) + Sr3

∂Rij

∂r1

(r, t)

= −SRi3(−r, t)δj1 − SRj3(r, t)δi1

+
∂Sjk,i

∂rk

(−r, t) +
∂Sik,j

∂rk

(r, t) − 1

ρ

∂Ki

∂rj

(r, t) − 1

ρ

∂Kj

∂ri

(−r, t) (D.17)

+ 2ν
∂2Rij

∂r2
k

(r, t).
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D.2 Spectral Representation

The energy spectrum equation is in wave number space so the correlation tensors must be

transformed to wave number space. This is done by first defining the following correlation

tensors in wave number space.

Eij(k, t) ≡ (2π)−3

∫
R3

eιr·kRij(r, t)dr, (D.18)

Tij,k(k, t) ≡ (2π)−3

∫
R3

eιr·kSij,k(r, t)dr, (D.19)

Hi(k, t) ≡ (2π)−3

∫
R3

eιr·kKi(r, t)dr, (D.20)

k is the wave number vector, ι is the imaginary unit ι =
√
−1,

∫
R3 represents the integral

in three real space dimensions. From Eq. (D.18) we also obtain

k1
∂Eij

∂k3

(k, t) ≡ −(2π)−3

∫
R3

eιr·kr3
∂Rij

∂r1

(r, t)dr. (D.21)

Applying the Fourier transform to Eq. (D.17) and using the above conventions yields

∂Eij

∂t
(k, t)︸ ︷︷ ︸

Lij

−Sk1
∂Eij

∂k3

(k, t)︸ ︷︷ ︸
Cij

= −SEi3(k, t)δj1 − SEj3(k, t)δi1︸ ︷︷ ︸
Pij

+ ιkkTjk,i(k, t) + ιkkTik,j(k, t)︸ ︷︷ ︸
Tij

−ιkj

ρ
Hi(k, t) − ιki

ρ
Hj(k, t)︸ ︷︷ ︸

Πij

(D.22)

− 2νk2Eij(k, t)︸ ︷︷ ︸
εij

.

Note that the correlations for −r were transformed to those for r by using the invari-

ance under reflection Rij(r, t) = Rij(−r, t), Sij,k(r, t) = −Sij,k(−r, t), and Ki(r, t) =

−Ki(−r, t) before applying the Fourier transform.

The fact that the correlation tensors become a function of the wave number and time,

but not space is a consequence of homogeniety. In other words, the transport equation

Eq. (D.22) holds for all locations in space simultaneously, and is not a function of space.

Each term still corresponds to the terms in the Reynolds stress transport equation.

Lij is the unsteady term which represents the temporal change in the global kinetic

energy.

Cij originates from the convection term, but for this case represents the transfer of

energy between wave numbers due to interaction with the mean flow through the mean

shear rate.
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Pij is obviously the production term, which represents the production of energy due

to the mean shear.

Tij is the transfer term, which represents the transfer of energy between wave numbers

caused by the tilting and stretching of eddies. This term reduces to the turbulent dif-

fusion term in a one point correlation, but for the spectral equation based on two point

correlations, it accounts for the interaction between the separate scales -scales which

correspond to the distance of the two points of the two point correlation-.

Πij is the pressure-velocity term. This term originally corresponds to the velocity-

pressure-gradient term and not the pressure-rate-of-strain term. However for the present

homogenous case, the pressure diffusion term is zero since the homogenous properties

do not diffuse. Thus, this term is a two point correlation version of the pressure-rate-of-

strain term, which represents the influence of the pressure field in bringing an initially

anisotropic turbulence back toward isotropy.

εij is the dissipation term, which accounts for the dissipation of energy at small scales.

This term originally corresponds to the sum of the viscous diffusion term and dissipa-

tion term, but since Eij is homogeneous, it is diffused by neither tubulent fluctuation

nor viscous effects. Hence, the viscous diffusion is zero and this term is the two point

correlation version of the dissipation term.

Contracting the indices and defining K ≡ 1
2
Eii yields

∂K

∂t
(k, t)︸ ︷︷ ︸
L

−Sk1
∂K

∂k3

(k, t)︸ ︷︷ ︸
C

= −SE13(k, t)︸ ︷︷ ︸
P

+ ιkkTik,i(k, t)︸ ︷︷ ︸
T

− 2νk2K(k, t)︸ ︷︷ ︸
ε

, (D.23)

since the redistribution term does not have normal components Πii = 0. For simplicity

we will combine the mean shear effects and redifine this as the production

∂K

∂t
(k, t)︸ ︷︷ ︸
L

= Sk1
∂K

∂k3

(k, t) − SE13(k, t)︸ ︷︷ ︸
P

+ ιkkTik,i(k, t)︸ ︷︷ ︸
T

− 2νk2K(k, t)︸ ︷︷ ︸
ε

. (D.24)

The energy spectrum equation for the homogeneous shear flow can be written as

∂K

∂t
(k, t) = P + T − ε. (D.25)

For isotropic turbulence S = 0 so we obtain

∂K

∂t
(k, t) = T − ε. (D.26)
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