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Summary

The backbone network traffic generated by the Internet continues to grow rapidly due to

the emergence of many new broadband access services such as VoIP, P2P, video sharing

like YouTube, and grid computing. WDM technologies can allow the backbone network

to support the explosive growth in bandwidth demands. However, many of the new ap-

plications require different communication topologies and multi-layer operation, such as

WDM, TDM, and packet layer. To fully support these and yet-to-be introduced services,

new highly efficient communication network schemes are needed. This dissertation iden-

tifies efficient data transport technologies for the next generation backbone networks.

There are four requirements for next generation backbone network to handle rapidly

increasing traffic volume and support emerging applications: 1) high speed and large

capacity, 2) scalability, 3) traffic engineering capability, and 4) application frameworks

for large data distribution. Topics to satisfy these requirements are investigated in Chapter

3 – 6. This dissertation is organized as follows.

Chapter 1 describes the background of this dissertation and clarifies its purpose and

position.

Chapter 2 illustrates fundamental technologies for next generation backbone network

and previous works related to the above requirements.

Chapter 3 focuses on high speed and large capacity transport. A novel wavelength as-

signment scheme for a wavelength-routed network with wavelength converters of limited

range is proposed. It reduces the total number of wavelength conversions needed and the
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number of wavelength converters. Consequently, it makes wavelength-routed networks

cost effective.

Chapter 4 focuses on the scalability issue of the next-generation layer-2 network. The

VLAN tag-swap-based wide area layer-2 networks architecture is proposed for the scal-

able next generation layer 2 network in this chapter.

The computational complexity of path calculation in traffic engineering is the focus

of Chapter 5. The new approach of parallel shortest path search is proposed to realize

sophisticated traffic engineering. The proposed approach uses dynamically reconfigurable

processors (DRPs), and takes full advantage of their parallelism.

Chapter 6 focuses on an application framework for large data distribution, and intro-

duces a new solution to the replica placement problem that is found in content delivery

networks. The solution, which takes the form of application level technology, is specifi-

cally designed to achieve the efficient distribution of large volume contents. The proposed

replica placement solution can generate all replica placement patterns at extremely high

rates due to DRP parallelism. Optimal replica placement, which means the minimum

number of replicas, can be obtained within reasonable time. The proposal is expected

to trigger the emergence of exciting new cost-effective services based on large volume

content distribution.

Chapter 7 draws this dissertation to its conclusion with a useful summary of the ad-

vances raised herein.
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Chapter 1

Introduction

1.1 Background

The development of the Internet has changed our daily lives drastically. The Internet

originates from the research project of the Advanced Research Project Agency (ARPA),

which is an agency of the United States Department of Defense. The research project was

called ARPANET at that time. In 1990s, the commercial use of the Internet was permitted,

then many commercial services have been emerged. A typical commercial service in the

early age of the Internet is connecting to the Internet. The service for home and business

users began, and Internet Service Providers (ISPs) appeared.

The first breakthrough in terms of the development of the Internet was the invention

of the World Wide Web (WWW). The WWW was invented in 1990 by Tim Bernes-Lee,

who was working at the European Organization for Nuclear Research (CERN). The first

web browser and the web server were developed on the NeXT STEP platform. After

that, the WWW became a popular application on the Internet. One of the advantages of

the WWW is hypertext structure, which links some information with related information.

The WWW enabled us to retrieve a lot of information through the Internet easily, and also

to distribute information by ourselves at low cost.

As the development of the WWW, the size of the contents on the web has been in-

creasing. Originally, the contents were text-based information, which sometimes includes

small (low resolution) still images. The access speed around 1995 was typically limited
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to 64kbps since the normal way to access to the Internet was dial-up access. As a re-

sult, the total size of a web page was several or tens of kilo bytes. From the late 1990s

to the early 2000s, several broadband access service like Asymmetric Digital Subscriber

Line (ADSL) and Fiber To The Home (FTTH) has started. Currently, these broadband

access network is in majority. Especially in Japan, the most popular broadband access is

FTTH [1]. The total number of subscribers of FTTH is increasing while that of ADSL

is decreasing. Therefore, a web page includes large volume contents such as large (high

resolution) still images, sounds, and moving images.

Figure 1.1 shows the traffic volume of the backbone network observed at Internet eX-

change (IX) of Japan Internet eXchange (JPIX) [2]. JPIX is the first commercial IX in

Japan, which is founded by major network companies in 1997. The backbone Internet

traffic in Japan has been increasing due to the development of broadband access technolo-

gies. Currently, the minimum traffic volume observed at JPIX reaches 50Gbps, and the

maximum traffic volume is over 150Gbps. How to manage the increasing traffic is a big

issue in backbone networks. From this perspective, next generation backbone network

has to provide high speed and large capacity network.

The number of the Internet users has been increasing for about last 10 years since the

price to connect to the Internet has been decreasing and the access speed has been growing

year by year. In addition, in the era of ubiquitous computing, not only personal computers

but also other devices such as mobile phones, personal digital assistants (PDAs), home

appliances, sensors installing in home, will be connected to the Internet. IPv6 has been

developed to expand the address space of IP. 128 bits are assigned for the address field

in IPv6. It means the limitation of the number of addresses is practically removed since

2128 addresses which is 3.7 × 1028 times larger than the estimated total population of the

earth in 2050 can be utilized. To handle a number of devices accessing to the Internet,

scalability is one of key issues in next generation backbone network.
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Figure 1.1: Traffic volume observed at JPIX

A lot of new applications have been emerged with the development of the Internet.

The typical use cases of the Internet are sending and receiving e-mails, browsing across

web pages, and transferring files. Transmitting multimedia data such as music and video

contents through the Internet became possible due to increase of the bandwidth of access

and backbone networks. Voice over IP (VoIP) and Video on Demand (VoD) are examples

of multimedia service. Peer-to-Peer (P2P) applications such as WinMX, Gnutella, and

Winny contributed to the increase of the traffic volume. Recently, the traffic volume of

P2P applications have been dominant in the Internet traffic. Unlike the conventional ap-

plication, P2P applications use large amount of the upstream bandwidth. The difference

has a big impact to the traffic characteristics of the Internet.

Next generation backbone network should support new applications mentioned above.

However, the characteristics of the traffic of these applications vary in terms of bandwidth,

delay, reliability requirements and so on. In that case, there are many types of traffic

mixed in backbone network. Supporting QoS is an important task in next generation

backbone network. Traffic engineering is an essential technology to use network resources
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efficiently and support QoS. Therefore, traffic engineering is a key issue in next generation

backbone network.

One of main applications on the Internet is exchanging and sharing multimedia contents

such as high resolution images of digital still cameras and high definition video. An ap-

plication technology is built based on transport and control technologies. An application

framework for large volume data distribution is an important function in next generation

backbone network since the size of contents on the Internet increases from text to high

definition video.

Spreading broadband access networks causes rapid growth of the traffic of backbone

networks. New types of applications have been emerged as the bandwidth of access and

backbone networks developed. Therefore, technologies for efficient data transport are

required to deal with such applications. One of basic requirements is to provide high speed

and high capacity backbone network to catch up the speed of traffic growth. Scalability

is also a main requirement for next generation backbone network since so many devices

are connected to the Internet in the era of ubiquitous computing. Traffic engineering

is a key technology to support applications, which have different characteristics of their

traffic. In addition, an application framework to distribute large volume data efficiently is

an essential part of next generation backbone network.

1.2 Requirements for next generation backbone network

Next generation backbone network handles many different types of applications such

as the conventional applications including E-mail and WWW, and emerging applications,

for example video conference, P2P and multimedia content sharing. Each application

demands different QoS characteristics. For example, E-mail and WWW are delay tolerant

but loss sensitive applications. On the other hand, video conference is delay sensitive

because delay makes a bad influence on the user experience. But, some data losses are
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permitted in video conference because they causes only unnoticeable quality degradation.

As I mentioned in the previous section, the followings are requirements for next gener-

ation backbone network.

• High speed and large capacity

• Scalability

• Traffic engineering capability

• Application framework to distribute large volume data

Therefore, this dissertation focuses on the above four requirements to realize next gener-

ation backbone network.

1.3 Position of the dissertation

Figure 1.2 shows the relationship between the requirements and the research topics

included in the dissertation. The first requirement for next generation backbone network

is high speed and large capacity network. Wavelength Division Multiplexing (WDM) is

a key technology to provide high speed and large capacity network economically. Then,

Chapter 3 investigates a wavelength assignment in WDM network to realize high speed

and large capacity network. The second requirement is scalability because more and

more devices are accessing to the Internet in the near future. Chapter 4 focuses on the

scalability issue in wide area Ethernet, which is recently attractive for carrier to provide

high speed wide area network with reasonable price because of its cost effectiveness. The

third requirement is traffic engineering capability to support different QoS demands from

various applications. To realize sophisticated traffic engineering capability, Chapter 5

deals with high speed path calculation. Finally, an application framework for large data

distribution in next generation backbone network is studied in Chapter 6.
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content delivery networks

Specific issues

Figure 1.2: Relationship between the requirements and the research topics

Figure 1.3 shows technologies for next generation backbone network. They are clas-

sified into three categories: transport layer, control layer, and application layer. The De-

mand for high speed and large capacity network is related to WDM in transport layer

technologies. Scalability issue is also in transport layer. Traffic engineering capability is

included in control layer where Generalized Multi-Protocol Label Switching (GMPLS)

is the framework to control and manage backbone networks. Application layer is built

based on transport and control layer. There are many new types of applications, such as

grid / cloud computing, P2P, CDN, and so on.

This work is for realizing highly efficient communication network technologies. This

dissertation covers issues in transport layer to application layer. Chapter 3 and 4 focus

on transport layer issues. A traffic engineering issue in control layer is investigated in

Chapter 5. Application level approach, which deals with the optimal replica placement in

CDN, is studied in Chapter 6.

The target of Chapter 3 is all optical wavelength-routed network to achieve high speed
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TE: Traffic Engineering
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Figure 1.3: Position of this dissertation

and large capacity. The wavelength continuity constraint, that is the same wavelength

have to be used on all of the links along a path, is the biggest limitation in wavelength-

routed network [3]. Use of wavelength converters is a solution to remove this limitation.

However, the cost of full range wavelength converters under current technology is ex-

tremely high, and use of limited range wavelength converters is a reasonable solution to

relax the wavelength continuity constraint [4, 5]. The wavelength assignment scheme is

important in wavelength-routed network with limited range wavelength converters since

it decides the wavelength utilization efficiency and blocking probability. Review of wave-

length assignment schemes is provided in [6]. A novel wavelength assignment scheme

that considers the number of hops is proposed.

The target of Chapter 4 is next generation layer 2 network architecture to extend the

scalability. Ethernet based wide area network [7–9] is promising layer-2 network due to its
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cost effectivity. However, Ethernet originates from LAN technology, then the scalability

of VLAN technology is an issue in wide area Ethernet. In the conventional VLAN tag-

based Ethernet network (IEEE 802.1Q), a VLAN tag must be globally unique in a whole

network. Only 12 bits are assigned to the field of VLAN tag. These imply that wide

area Ethernet cannot support over 4096 Ethernet VLAN paths. That number of paths is

not sufficient in WAN. VLAN tag swapped Ethernet architecture, which is an effective

network architecture to increase network scalability, is proposed.

Chapter 5 focuses on traffic engineering to realize sophisticated traffic engineering. So-

phisticated traffic engineering is an essential technology, and GMPLS is a framework for

traffic engineering. Routing in GMPLS networks employing traffic engineering is based

on multiple metrics such as the number of hops, link bandwidth, and transmission delay.

In addition, in GMPLS networks, topology of IP layer is affected by a lightpath in optical

layer. Lightpath establishment leads to change topology of IP layer, and re-calculation of

the shortest paths is essential. Therefore, each router frequently re-calculates the shortest

paths to create a routing table in GMPLS networks. In large-scale networks, the complex-

ity of the shortest path search become more difficult. Ultra fast shortest path calculation

can adopt to huge-size networks. A novel parallel shortest path algorithm called MPSA

(Multi-route Parallel Search Algorithm) based on parallel data-flow type dynamically re-

configurable processors is proposed.

The target of Chapter 6 is an application framework for large volume data distribution.

A new solution of the replica placement problem in CDN is proposed. [10] provides a

comprehensive survey of replica placement algorithms. The proposed replica placement

solution can generate all replica placement patterns at high rate by taking advantage of

parallelism of DRP. The optimal replica placement, which means the number of replicas

is minimum, can be obtained within reasonable time. As a result, it realizes efficient large

volume content distribution.
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Chapter 3 investigates wavelength assignment scheme in wavelength-routed network,

which is a type of all optical WDM network, and it is the most fundamental research

among the research topics in this dissertation. Chapter 4 deals with layer 2 network tech-

nology, which can be built on the topic in Chapter 3. Ethernet frames are sometimes

transmitted on WDM networks. Both Chapter 3 and Chapter 4 propose resource assign-

ment schemes, which are control layer technologies, respectively to solve the specific

issue. In control layer, GMPLS is a basic framework to support traffic engineering and

protection. The target networks in Chapter 3 and 4 are controlled by GMPLS in next

generation backbone network. In GMPLS control plane, traffic engineering is a key func-

tion to control and manage the transport networks. Next, I focused on the issue in traffic

engineering: high computational complexity of path calculation. Finally, Chapter 6 deals

with the issue in application layer because application layer is built on transport and con-

trol layer technologies. In Chapter 6, a new approach to obtain the optimal replication is

proposed to realize efficient large data distribution.



12

References

[1] M. of Internal Affairs and Communications, “Communications usage treand survey

in 2008 compiled,” http://www.johotsusintokei.soumu.go.jp/tsusin riyou/data/eng

tsusin riyou2008.pdf, 2008.

[2] “JPIX - technical information : Traffic,” http://www.jpix.ad.jp/en/technical/traffic.

html.
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Chapter 2

Backbone network technologies

This dissertation investigates transport layer to application layer to meet the requirements

for next generation backbone network. In this chapter, fundamental technologies for next

generation backbone network are described, and previous works related to the topics in

Chapter 3 – 6 are explained.

2.1 Fundamental technologies

2.1.1 Wavelength Division Multiplexing (WDM)

Wavelength Division Multiplexing (WDM) contributed to increasing the capacity of

backbone networks. WDM utilizes multiple wavelengths in single optical fiber concur-

rently. The capacity of the single optical fiber can be increased as the number of wave-

lengths in an optical fiber grows. Using WDM technology enables providing high speed

and large capacity networks at low cost since the optical fibers, which was already in-

stalled, can be reused. It was recently reported that total capacity can reach up to 13.4

Tbps, which is sum of 134 wavelengths (the bandwidth of a wavelength is 111 Gbps) [1].

The domain of applicability of WDM has been growing. WDM first employed in long

haul transmission, for example submarine cable systems or national level backbone net-

works. WDM technology can reduce the total cost of the network compared with using

coaxial cables. The demand for high speed and large capacity transmission is limited

only in long haul transmissions or national level backbone networks since the total traffic
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of the networks was not formerly large. Japan-U.S. CN (Total capacity 400 Gbps: 10

Gbps × 40 wavelengths), which is between Japan and the U.S. and China, is an example

of submarine cable systems, and JIH (Japan Information Highway) operated by KDDI is

an example of national level backbone networks. Recently, WDM has been applied in

Metropolitan Area Network (MAN) and access networks due to increasing of the traffic

of the Internet.

Point-to-point based WDM network, which consists of WDM transponders and electric

intermediate repeater, is the first generation. In the networks, O/E conversion, amplifica-

tion of the input signal, and E/O conversion have to be done through the intermediate

nodes. It is difficult to increase the total capacity of a node because all of the processing

in a repeater is done in electrical domain. Then, optical fiber amplifiers such as Erbium

Doped Fiber Amplifier (EDFA) have been employed in the intermediate nodes to remove

the electrical processing. It led to increase the total capacity of WDM networks. WDM

networks have been evolved and employed in ring networks such as MAN and mesh net-

works such as national backbone networks.

As mentioned before, the electrical processing is bottleneck since it is slower than

the potential speed of optical fibers when it is used in nodes in a network. All optical

networks, where no electrical processing is used, are desirable for increasing the total

network capacity. However, it is technically difficult to realize optical RAMs, and they

are not practically available now. We need an architecture of all optical networks which

is fitted to the characteristics of optics because it is hard to store optical signals in optical

domain. Switching techniques in all optical networks are classified in to the following

three categories; Optical Circuit Switching (OCS), Optical Packet Switching (OPS), and

Optical Burst Switching (OBS).
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OCS

OCS is connection oriented optical switching [2]. A source node sets up a lightpath to

the destination node before starting the communication. Signaling is used for lightpath

establishment. OCS is also referred to as wavelength routed networks.

OPS

OPS [3–5], as the name implies, is packet based optical network. Data, which is rep-

resented in optical signals, is transferred through OPS networks. It is required to store

optical packets in core node since OPS is based on store and forward. On the other hand,

it is difficult that optical RAMs are available in current technologies. OPS is still in re-

search phase while some researches on OPS for practical use have been done.

OBS

OBS [6] is an optical switching between OCS and OPS. OBS network consists of edge

nodes and core nodes. An edge node assembles incoming IP packets destined for the

same IP address into a burst, and send the burst. At a core node, only the header of a

burst is electrically processed. On the other hand, the payload of the burst is forwarded

in optical domain. The granularity of switching in OBS network is relaxed compared to

that of OPS network. In addition, store and forward mechanism is not employed in core

nodes. Consequently, the feasibility of OBS is higher than OPS.

2.1.2 Generalized Multi-protocol Label Switching (GMPLS)

GMPLS is a multipurpose control plane technology proposed by the IETF to support

multiple types of switching paradigms, including not only packet switching but also time

slot switching, wavelength (or waveband) switching, and fiber switching [7]. It general-
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izes the MPLS traffic engineering control plane and supports not only devices that perform

packet switching but also devices that perform switching in time, wavelength, and space

domains. See [8, 9] for more detail.

Switching Capability

In GMPLS, the concept of Label Switched Routers (LSRs) in MPLS [10] has been

extended to include LSRs or, more precisely, LSR interfaces that forward data based on

time slots, wavelengths, and physical ports or fibers. These new types of LSRs or LSR

interfaces can be classified as follows:

• Packet-switch-capable (PSC) interfaces: This type of interface forwards data based

on the header of the packets or cells that carry the data, such as an interface on an

LSR that forwards data based on the shim header or interface on an ATM switch

that forwards data based on the ATM cell header.

• Time-division-multiplex-capable (TDM) interfaces: This type of interface forwards

data based on the time slots that carry the data, such as an interface on a SONET/SDH

cross-connect.

• Lambda-switch-capable (LSC) interfaces: This type of interface forwards data based

on the wavelength that carries the data, such as an interface on an OXC that oper-

ates at the level of single wavelength or at the level of a waveband (or a group of

wavelengths).

• Fiber-switch-capable (FSC) interfaces: This type of interface forwards data based

on the fibers or ports that carry the data, such as an interface on an OXC that oper-

ates at the level of single fiber or multiple fibers.

GMPLS supports the concept of a forwarding hierarchy or Label Switched Path (LSP)

hierarchy, i.e., an LSP can be nested inside another LSP. In GMPLS, the concept of LSPs
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Figure 2.1: Illustration of the LSP hierarchy in GMPLS

has been extended to include LSPs established on different types of interfaces, such as a

SONET connection and a lightpath. However, an LSP can be established only between

interfaces of the same type. The LSP hierarchy exists between different types of inter-

faces. The top of this hierarchy is FSC interfaces, followed by LSC interfaces, followed

by TDM interfaces, followed by PSC interfaces. As a result, an LSP that originates and

terminates on a PSC interface can be nested (together with other LSPs) into an LSP that

originates and terminates on a TDM interface. This TDM LSP, in turn, can be nested

(together with other TDM LSPs) into an LSP that originates and terminates on an LSC

interface, which in turn can be nested (together with other LSPs) into an LSP that origi-

nates and terminates on an FSC interface. The LSP hierarchy in GMPLS is illustrated in

Fig. 2.1
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Separation of Data Plane and Control Plane

It is a characteristic of GMPLS to separate data plane and control plane. In MPLS net-

works, all nodes which support MPLS protocol have interfaces that can deal with packets.

Therefore, control packets about routing protocol and signaling protocol can be trans-

mitted through the physical media which the data is transmitted. In GMPLS networks,

however, not all interfaces have packet switching capability. TDM, LSC, and FSC inter-

faces do not have packet switching capability, so control packets are logically transmitted

through the interfaces that do not transmit the data. Data plane and control plane are

logically separated in GMPLS networks. The interfaces in control plane can distinguish

packets and process them.

2.1.3 Carrier grade Ethernet

Recent innovations in Ethernet networking technology are attractive as backbone trans-

port technology [11]. Ethernet is the most common networking technology in the world.

A number of Ethernet equipped device and Ethernet switches is available in the market,

and Ethernet is deployed not only in home but also in enterprises. The commoditization

made Ethernet cost effective. In addition, The wide-spreading of IP networks made Eth-

ernet more popular than other networking technology such as token Token Ring since

Ethernet is familiar with IP networks.

However, the functionality of Ethernet is insufficient in the service provider domain

because Ethernet originates from Local Area Network (LAN) technology. The legacy

networking technology used in service providers such as synchronous digital hierarchy

(SDH) and asynchronous transfer mode (ATM) provides scalability, protection, hard qual-

ity of service (QoS), and service management. These functionalities are required to use

Ethernet in Wide Area Network (WAN). The largest difference between LAN and WAN

is scalability. To extend the scalability of Ethernet, different Ethernet technologies have
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been proposed and the standardization is driven by the IEEE 802.1 working group.

Virtual LAN

The basic technology standard used for delivering a multipoint-to-multipoint connec-

tion service is the IEEE 802.1Q standard [12] for virtual LANs (VLANs). This standard

creates VLANs across a common LAN infrastructure to enable enterprises to support and

separate traffic from different departments within a company. Each VLAN is identified

by a Q-tag (also known as a VLAN tag or VLAN ID) that identifies a logical partitioning

of the network to serve different communities of interest.

Virtual LAN works fine within a single organization, but it is found to be inappropriate

when it is used in service providers. There are two problems. One is the administration

of VLANs and the other is scalability. The administration problem occurs because enter-

prises need to keep control over their own VLAN administration, e.g. assigning Q-tags to

VLANs, and the service provider must control this to ensure that one customer’s Q-tags

do not overlap with another’s. The scalability problem occurs because only a 12-bit field

is assigned to Q-tag. That means up to 4094 possible service instances can be created.

(Note that 4096 Q-tags are available, but two of them are reserved for administration.)

Although it is sufficient for enterprise’s LANs, it does not provide the scalability required

to use Ethernet in WANs. IEEE 802.1ad provider bridges (also know as Q-in-Q or VLAN

stacking) [13] and IEEE 802.1ah provider backbone bridges (also known as MAC-in-

MAC) [14] is standards to extend the scalability of IEEE 802.1Q. IEEE 802.1ad provider

bridges standard was officially approved in December 2005, and IEEE 802.1ah provider

backbone bridges standard was officially approved in June 2008.
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Provider bridge

Provider bridges work by simply adding an additional service provider VLAN ID (S-

Tag) to the customer’s Ethernet frame. This new S-Tag is used to identify the service

in the provider network, while the customer’s VLAN ID (C-Tag) remains intact and is

not altered by the service provider. It means the C-Tag is transparent within a Q-in-Q

network. Each service instance requires a separate S-Tag, and a 12-bit field is allocated to

the S-Tag. Therefore, provider bridges have the same limitation of the scalability as IEEE

802.1Q: Only 4094 service instances can be supported.

Provider bridges use the same MAC address for the provider’s and customer’s net-

works. The provider’s switch treats both networks as one large network. In other words,

the provider’s and customers’ MAC addresses are visible to all network elements of the

service provider. This is a burden for core switches since they must maintain a forward-

ing table for each MAC address in the provider and customer networks. This implies any

changes in the customer network will affect the provider network. In addition, there are

potential security concern from the customers’ perspective since their addressing infor-

mation is visible to the other customers’ networks.

Provider backbone bridge

Provider backbone bridges (PBBs) extend the Ethernet frame by adding a MAC header

dedicated to the service provider. A backbone source and destination MAC address, a

backbone VLAN ID (B-Tag), and a backbone service ID (I-Tag) are introduced to the

provider bridge’s frame. Figure 2.2 shows the PBB frame, the original Ethernet frame

(IEEE 802.1), VLAN frame (IEEE 802.1Q), and provider bridge frame (IEEE 802.1ad).

The I-Tag identifies the service in the PBB network, and 24 bits are assigned to the I-Tag.

This means PBBs remove the scalability limitation of provider bridges since up to 16 mil-

lion service instances can be supported in a PBB network. In addition, the MAC addresses
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Figure 2.2: Frame formats of PBB, the original Ethernet, VLAN, and provider bridge

of Q-in-Q network and PBB network are completely separated in a PBB network because

each has a dedicated set of MAC addresses. An Ethernet frame is encapsulated into the

PBB frame at the edge switch of a PBB network when the Ethernet frame reaches the

edge. The potential security vulnerability is removed because the customer’s source and

destination MAC address is invisible to the PBB network. Additionally, the burden on the

forwarding tables in the PBB network is relaxed. Changes in the provider bridge network

will not affect the PBB network and the stability of the PBB network is improved.

2.1.4 Content Delivery Network (CDN)

Generally the capacity of a single server does not scale well to serve increasing user

requests. The bandwidth at the server is a possible limitation to serve contents to users

in reasonable speed because the bandwidth assigned to a user decreases when many users
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concurrently access to the server. Caching and replication have been useful techniques to

reduce the latency of users and the load of the server. Content delivery network (CDN)

has been proposed as a more systematic approach for caching and replication, and it is

widely used in real Internet applications.

CDN consists of two types of servers as show in Fig. 2.3: origin server and replica

server. The original data is stored in the origin server and then it is replicated to the replica

servers, which are geographically distributed. Consequently, the data is geographically

distributed. A user request to retrieve the data is redirected to the nearest replica server,

then the user obtains the data from the nearest replica server. The distance between a

user and the server is reduced and the download speed is improved. There are other two

advantages in CDN system. One is decreasing in the load of the origin servers because

the most of user requests is resolved at the replica servers. The other advantage is fault

tolerance. In the single server model, the server is single point of failure. On the other

hand, when a replica server has failure, a user request can be redirected to another replica

server. The most famous CDN service is Akamai [15].

2.2 Previous works

2.2.1 Routing and Wavelength Assignment (RWA)

One of common issues in all optical wavelength routed networks is routing and wave-

length assignment (RWA) problem. We have to determine what path and wavelength will

be used. This is because lightpath establishment is required before starting communica-

tion in all optical wavelength routed networks. Wavelength continuity constraint, which

means a lightpath must use the same wavelength on all links along the path, exists in

all optical wavelength routed networks. This constraint affects the network performance

such as the blocking probability. As a result, RWA is the most important issue there.
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Figure 2.3: Origin server and replica servers in CDN

Figure 2.4 overviews the researches on RWA. First of all, RWA is NP-complete prob-

lem, consequently, heuristic approaches have been widely studied. The typical sequence

of RWA is 1) Calculating a path, which a lightpath will go through, and then 2) Selecting

a wavelength, which a lightpath will use on the calculated path. However, there are some

approaches that a path and a wavelength are calculated at the same time. Some researches

focused on routing, the other focused on wavelength assignment. In addition, researches

on RWA can be classified in terms of targeted optical network architecture. The classifi-

cation about the targeted networks is shown in Fig. 2.5. The networks can be classified

into networks with and without wavelength converters. Additionally, the networks with

wavelength converters can be classified by the limitation in wavelength conversion range;

Network with full range wavelength converters, and network with limited range wave-

length converters. Networks with full range wavelength converters are classified in terms
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Figure 2.4: Classification of RWA algorithms

of placement type of wavelength converters. One is sparse wavelength conversion, which

is a part of nodes has wavelength converters, and the other is non sparse wavelength con-

version. An alternative to the use of wavelength converters with limited range is the use

of wavelength converters at selected places in the network [16]. Wavelength converters

are high cost device, so reducing them makes wavelength-routed networks more cost ef-

fective. In static problems, the difference between networks with no wavelength converter

and networks with full range wavelength converters is very limited in the literature [17].

Routing

Routing algorithms are classified into three types; Fixed routing, fixed-alternate rout-

ing, and adaptive routing [18, 19]. The computation complexity to determine a path in-

creases in this order. On the other hand, the blocking probability decreases in the order

since more candidate of paths can be calculated as the complexity of an algorithm is

higher.

Fixed routing is the simplest type of routing algorithms. Only one path is determined
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Figure 2.5: Classification of the target network of researches on RWA

between a pair of a source and a destination node. It is assumed that a link cost is set on

each link. Then, the smallest cost path between every pair of two nodes is calculated with

the shortest path algorithm, such as Dijkstra’s algorithm, beforehand. When a connection

request arrives, the corresponding path is used as a path. The number of hops or the

distance of a link is usually used as link cost. The advantage of fixed routing is that the

delay time of path set up is small since path selection is static and all of paths can be

calculated before a connection request arrives. On the other hand, the disadvantage of

fixed routing is inflexibility. The blocking probability is going to high when many paths

go through a specific link due to the topology or non uniform traffic. In addition, a path

cannot be changed when a failure occurs. Shortest path routing, where the number of

hops is used as link cost, is a popular fixed routing.

Fixed-alternate routing is an approach to routing that considers multiple routes. In

fixed-alternate routing, each node in the network is required to maintain routing table
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that contains an ordered list of number of fixed routes to each destination node. For

example, the shortest path, the second shortest path, and the third shortest path may be

included. When a connection request arrives, the source node tries to find an available

path from the routing table sequentially. The first available path is established. If no

available path is found, the connection request is blocked. The blocking probability of

fixed-alternate routing is lower than that of fixed routing since a path can be chosen from

multiple candidate paths. Fixed-alternate routing provides some degree of fault tolerance

upon link failures. However, in fixed-alternate routing, the current network usage is not

considered to select a path. As a result, the blocking probability becomes high when

the usage of the network greatly fluctuates. ”k-shortest path routing” is a popular fixed-

alternate routing. In k-shortest path routing, k paths are stored in the routing table of a

node to each destination in ascending order of the number of hops. The available path

with minimum hops is established.

In adaptive routing, the path from a source node to a destination node is selected dy-

namically, depending on the network state. One form of adaptive routing selects a path

from the pre-selected paths like fixed-alternate routing. The other form determined a path

from the all of paths from the source node and the destination node dynamically when

a connection request arrives. An advantage of adaptive routing is that it achieves lower

blocking probability than fixed and fixed-alternate routing since it calculates the most

adequate path dynamically. On the other hand, the computational complexity increases

compared with fixed and fixed-alternate routing. In addition, extensive support from the

control and management protocols to continuously update the current network state infor-

mation at the node. One of popular adaptive routing is least-congested path (LCP) routing.

In LCP routing, for each source-destination pair, multiple paths are pre-selected. When

a connection request arrives, the least-congested path among the pre-determined paths is

chosen. The congestion on a link is measured by the number of wavelength available on
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the link. Links that have fewer available wavelengths are regarded to be more congested.

The congestion of a path is measured by the congestion of the most congested link in the

path. If there is some equal congested paths, the shortest path among the paths is selected.

Wavelength assignment

In this sub-section, popular wavelength assignment scheme, which includes random,

first-fit, least-used, most-used, min-product, and least-loaded, is denoted. The follow-

ing notation and definition are used in the description. The detail of various wavelength

assignment scheme is mentioned in [19].

• L: Number of links

• Ml: Number of fibers to link l

• M: Number of fibers per link if all links contain the same number of fibers.

• W: Number of wavelength per fiber.

• π(p): Set of links comprising path p.

• S p: Set of available wavelengths along the selected path p.

• D: L-by-W matrix, where Dl j indicated the number of assigned fibers on linnk l and

wavelength j. Note that the value of Dl j varies between 0 and Ml

Random wavelength assignment chooses one wavelength randomly among all the avail-

able wavelengths on a requested path.

In first-fit (FF), all wavelengths are numbered. When searching for available wave-

lengths, a lower-numbered wavelength has higher priority than higher-numbered wave-

length. This scheme doesn’t require global information of the network state. Compared

to random wavelength assignment, the computational cost of this scheme is lower because
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it is not needed to search the entire wavelength space for each route. The first available

wavelength is selected. The idea behind this scheme is to pack all of the utilized wave-

lengths toward the lower end of the wavelength space. Then, continuous longer paths

toward the higher end of the wavelength space will have a higher probability of being

available. The blocking probability of this scheme is well, and preferred in practice be-

cause of its small computational complexity.

Least-used (LU) selects the wavelength that is the least used in the network. The pur-

pose of this scheme is to balance the load among all the wavelengths. This scheme tends

to break the long wavelength path. Hence, only connection requests whose number of

hops is small will be established in the network. The performance of LU is worse than

random wavelength assignment although LU requires global information. Therefore, LU

is not preferred in practice.

Most-used (MU) is the opposite of LU. MU selects the most-used wavelength in the

network. The performance of MU is much better than LU [20]. The communication

overhead, and computational complexity are similar to those in LU. The performance of

MU is also better than FF since it better packs connections into fewer wavelengths and

preserve the space capacity of less-used wavelengths.

Min-Product (MP) is used in multi-fiber networks [21]. In a single-fiber network, MP

is equal to FF. The goal of MP is to pack wavelength to fibers, thereby minimizing the

number of fibers in the network. MP first calculates

∏
l∈π(p)

Dl j (2.1)

for each wavelength j, which indicates the value between 1 and W. MP selects the min-

imum numbered wavelength among the set of wavelength j that minimizes the above

value. MP does not outperform the multi-fiber version of FF [20]. However, it introduces

additional computational costs.



Chapter 2 30

Least-loaded (LL) is designed for multi-fiber networks as well as MP. This scheme

selects the wavelength that has the largest residual capacity on the most-loaded link along

path p. When it is used in single-fiber networks, the residual capacity is either 1 or 0;

thus, LL selects the lowest-numbered wavelength with residual capacity 1. It is equal to

FF in single-fiber networks. LL selects the minimum numbered wavelength j in S p that

achieves

max
j∈S p

min
l∈π(p)

Ml − Dl j (2.2)

The blocking probability of LL in a multi-fiber network is lower than that of MU and

FF [22].

2.2.2 Path calculation

Path computation is a foundation of load balancing in traffic engineering. The demand

for high speed path computation have been growing since the complexity of path com-

putation in multilayer networks, such as GMPLS networks, is high. In addition, use of

Path Computation Elements (PCEs) has been considered recently. It also demand the high

speed path computation.

Dijkstra’s algorithm

In general, a node exchanges informations about the network topology with the adjacent

nodes, and calculates the shortest paths to create the routing table. In OSPF [23], a popular

routing protocol, Dijkstra’s algorithm [24] is employed as the shortest path algorithm. It

searches for all shortest paths between a source node s and all other nodes in a directed

graph with nonnegative edge weight G = (V, E)

We denote a set of vertices as V = {1, · · · , n}, and the weighted graph made of a set of

links E as G = (V, E). c(i, j) is the cost of edge (i,j). d(v) is the distance between s and a
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vertex v. p(v) is a pointer indicating the upstream direction from vertex v on the shortest

path. The following describes the algorithm for the source of vertex v0.

Step 1 U = {v0},W = ∅, d(v0) = 0, d(u) = +∞(u ∈ V \ {v0}).

Step 2 If U = ∅ then finish

Otherwise,

w = {v|v ∈ U, d(v) is the minimum for U}.

For {a|a = (w, x) ∈ A, x < W},

(*) if p(x) > p(w) + c(w, x)

q(x)← w, p(x)← p(w) + c(w, x),U ← U ∪ {x}.

Step 3 : W ← W ∪ {w},U ← U \ {w} then go to Step 3.

Improving Dijkstra’s algorithm

Dijkstra’s algorithm is the basic tool for shortest path search, and then many improve-

ments have been developed since 1959. The computational complexity of Dijkstra’s algo-

rithm is O(n2), where n is the number of nodes. The bottleneck of Dijkstra’s algorithm is

sorting in order of increasing distance from the source [25]. The improved algorithms use

data structures, such as priority queues and heaps, that allow faster sorts. Here, m is the

number of edges in the graph. Applying Williams’ heap, yields the time complexity of

O(m log n) time [26]. Fibinacci heaps reduced the running time to O(m + n log n). Using

Fredman and Willard’s fusion tree, we get O(m
√

log n) time [27]. Their later atomic heaps

give the lower bounde O(m + n log n/ log log n) [28]. The fastest algorithm we know of

is Thorup’s algorithm, which applies the hierarchical bucketing structure. This algorithm

achieves O(m).
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2.2.3 Replica placement problem

In CDN, replica placement impacts the performance which includes the load on the

origin server and the network since data placement decisions must be made on a per

content basis and be made dynamically in response to user requests. Minimizing the

number of mirroring resources (servers) under a Quality of Service (QoS) constraint is a

key issue in CDN, so research in this area has been quite active. It is a tough problem to

select which nodes should host which replicas.

Replica placement problem is derived from the set cover problem which is known to be

NP-hard [29]. Therefore, calculation time increases rapidly with network scale. Greedy

algorithms have been widely studied since they yield sub-optimal solutions reasonably

quickly [30–37]. However, it has been proven mathematically that no greedy algorithm

always can attain the optimal solution [29]. Johnson proposed a greedy algorithm against

the minimum weight set cover problem [30]. This algorithm is a straightforward heuris-

tic. The time complexity is proportional to n. In [31, 34], fan-out based replica place-

ment algorithms were proposed. They put replicas on servers in descending order of

server degree. Kangasharju et al. proved that their target replica placement optimiza-

tion problem is NP-complete, and proposed some heuristic algorithms [35]. Tang et al.

investigated QoS-aware replica placement problems to elucidate QoS requirements, and

proposed the l-Greedy-Insert and l-Greedy-Delete algorithm [36]. They showed that the

QoS-aware placement problem for replica-aware services was NP-complete. Wang et al.

proposed a heuristic algorithm called Greedy-Cover [37]. Experiments indicated that the

proposed algorithm found near-optimal solutions effectively and efficiently. Karlsson et

al. provided a framework for evaluating replica placement algorithms [33], and compared

several replica placement algorithms [32]. [32] also provides a comprehensive survey of

replica placement algorithms.
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Chapter 3

Wavelength assignment scheme for high speed

and large capacity WDM networks

3.1 Abstract

In this chapter, a new wavelength assignment scheme that improves the blocking prob-

ability of WDM networks that use limited-range wavelength converters is proposed to

realize high speed and large capacity transport cost-effectively. The major issue in all opti-

cal WDM networks is the wavelength continuity constraint, which increases the blocking

probability. Limited-range wavelength converters are attractive given current technology

since they offer good utilization of the wavelength resource and improved blocking prob-

ability. However, their conversion ranges are limited. Thus, the existence of these limited-

range wavelength converters have to be taken into account. In the proposed scheme, each

connection request is assigned a different wavelength according to its hop number. Dif-

ferent wavelengths tend to be used for connection requests with different hop numbers.

As a result, the blocking probability can be reduced by two decades compared to simply

assigning the smallest indexed available wavelengths. In addition, it allows the number

of wavelength converters used in each node to be reduced with almost no degradation in

blocking probability. Simulation results show that the proposed scheme can reduce the

wavelength converters by about 20 percent. The proposed wavelength assignment makes

high speed and large capacity transport cheaper.
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3.2 Introduction

Wavelength-routed networks are attractive for realizing the next generation wide-area

networks since they offer a data transmission scheme for WDM all-optical networks [1].

In wavelength-routed networks, data is transferred on lightpaths. A lightpath is an optical

path established between the source node and the destination node. When a connection

request arrives, a lightpath is set up. This involves routing and signaling to reserve a

wavelength on each link along the path selected. The benefit of wavelength-routed net-

works is the ability to more fully utilize the bandwidth of optical fibers since they do not

require processing, buffering, and opto-electronic-optic (O/E/O) conversions at interme-

diate nodes.

The simplest wavelength-routed network assigns one wavelength to all links of the

connection between the source node and the destination node. This requirement is known

as the wavelength continuity constraint. The constraint can be avoided by the use of

wavelength converters at intermediate nodes. A wavelength converter is a device which

converts the input wavelength λi into a different wavelength which is then output λo. In

wavelength-routed networks with wavelength converters, a lightpath can be established

even though there is no common wavelength on all links along the path. This approach

can improve the blocking probability and the efficient utilization of wavelengths [2]. The

wavelength converters assumed in [2] provide full-range wavelength conversion capabil-

ity. This means that any input wavelength can be converted to any output wavelength.

While it is possible to realize full-range wavelength converters optoelectronically, such

means that the networks lose the benefit of optically-transparent wavelength-routed net-

works. Given current technologies, one of the most popular all-optical wavelength conver-

sion techniques is four-wave mixing (FWM) [3]. In FWM based wavelength converters,

the output signal power is significantly degraded as the difference between the input wave-

length and the output wavelength increases [4]. Therefore, realistic wavelength converters
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have limited wavelength conversion capability, and the difference between the input and

output wavelengths is limited. It follows that we need a wavelength assignment scheme

that considers the existence of limited-range wavelength converters [5].

Routing and wavelength assignment (RWA) is a very important issue since it decides

the wavelength utilization efficiency and blocking probability. Many papers on routing

and wavelength assignment have been published [5–7]. First-fit assignment has been re-

searched as a wavelength assignment scheme for networks with limited-range wavelength

converters [4]. Starting with the assumption that all nodes can get global information on

all links in the network, first-fit assignment achieves almost the same blocking probabil-

ity as a network with full-range wavelength converters. Global information about current

network resources is effective in reducing the blocking probability since it allows us to

more efficiently use network resources. However, it is not practical to share the global

information on all links in real time to realize adequate scalability [8]. We need to assign

wavelengths in a distributed manner based on information on neighboring links. If the

nodes have limited-range wavelength conversion capability, wavelength assignment on a

link limits the wavelengths assigned to the other links along the path. For this reason,

it is expected that the blocking probability in networks with limited-range wavelength

converters will increase compared to networks with full-range wavelength converters.

In this chapter, a distributed wavelength assignment scheme that considers the num-

ber of hops under the existence of limited-range wavelength converters is proposed. The

concepts of our proposed scheme were presented in [9, 10]. In order to allocate different

wavelengths as the search area for connection requests with different numbers of hops, the

proposed scheme proceeds as follows. The proposed scheme identifies available wave-

lengths starting from a different initial area according to the number of hops in the request.

That is, nodes start the wavelength search from a wavelength closer to the center wave-

length when the path has large number of hops. On the other hand, when it has a small
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Figure 3.1: Forward reservation

number of hops, the search starts from a wavelength far from the center. This decreases

the blocking probability and the number of wavelength conversions needed.

The rest of this chapter is organized as follows. Section 3.3 denotes the system model

considered in this chapter. In Section 3.4, I propose a wavelength assignment scheme

for wavelength-routed networks with limited-range wavelength converters. Section 3.5

presents the simulation results of the blocking probability and the average number of

wavelength conversions. Finally, Section 3.6 concludes this chapter.

3.3 System model

3.3.1 Routing

In this chapter, I employ the simple shortest path routing, in order to focus on the

effect of wavelength assignment schemes. It is assumed that OSPF (Open Shortest Path

First) [11] is employed as the routing protocol. Each node exchanges packets describing
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Figure 3.2: Limited-range wavelength Converter (W = 7, k = 1, i = 4)

its own adjacent link states using OSPF, and so obtains the topology of the network. Each

node creates the shortest path tree, and also knows the number of hops of the paths to all

other nodes in the network. Each source node selects the path based on its shortest path

tree when a connection arrives.

3.3.2 Wavelength reservation protocol

Figure 3.1 illustrates an example of the wavelength reservation protocol. In this chapter,

the forward reservation scheme is assumed. When a connection request arrives at a source

node, the node determines the path used for the lightpath, and sends a RESERVE signal to

the next node along the path to reserve a wavelength for the first link, as shown in Figure

3.1(a). When an intermediate node receives a RESERVE signal, it sends a RESERVE

signal to the next node to reserve a wavelength based on the link state information. When

a RESERVE signal reaches the destination node, it sends an ACK signal to the source

node, which indicates the success of wavelength reservation on all links. The source node

starts to send data after it receives the ACK signal. On completing data transmission,

the source node sends a RELEASE signal toward the destination node along the path. A

node receiving a RELEASE signal releases the wavelength on the lightpath used for the
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data transmission. If there is a link with no wavelength available in a path, wavelength

reservation fails. In this case, the node that failed to reserve a wavelength sends a NACK

signal toward the source node as shown in Figure 3.1(b). Upon receiving the NACK

signal, a node releases the wavelength and resends the NACK signal until the NACK

signal reaches the source node.

3.3.3 Limited-range wavelength converter

A major problem of wavelength-routed networks is their inefficient utilization of the

wavelength resource and the high blocking probability due to the constraint that the same

wavelength must be used on all links along the path. This is known as the wavelength con-

tinuity constraint. The solution is the use of wavelength converters. A wavelength con-

verter is a device that can convert the wavelength input to another wavelength that is then

output. Full-range wavelength conversion can be achieved optoelectronically [2]. How-

ever, this approach loses one key advantage of wavelength-routed networks, optically-

transparent processing. It is assumed that this weakness is not acceptable and focus our

attention all-optical wavelength converters. Wavelength converters based on FWM (Four-

Wave Mixing) are becoming extremely popular [4]. Unfortunately, as shown in Figure

3.3, the output signal strength of such a wavelength converter degrades as the difference

between the input wavelength and the output wavelength increases. Current technologies

restrict the range over which an optical wavelength conversion is possible. The relation

between the input wavelength and the output wavelength is modeled as the following

equation [4].

λmax(1,i−k) ≤ λo ≤ λmin(W,i+k) (3.1)

where W wavelengths, λ1 to λW , are multiplexed into an optical fiber, wavelength conver-

sion range is k, the wavelength input to the wavelength converter is λi, and the wavelength
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output by the wavelength converter is λo. Figure 3.2 illustrates an example where W = 7,

k = 1, and i = 4. The output wavelength is limited to λ2 to λ4 for input wavelength λ4.

3.3.4 First-Fit assignment

First-Fit assignment has been proposed as a wavelength assignment scheme for wavelength-

routed networks with limited-range wavelength converters [4]. In this scheme, the small-

est indexed available wavelength is assigned to a new connection request. The behavior

of First-Fit assignment in our system model is expressed as follows. A node assigns the

smallest indexed wavelength among all available wavelengths to a new connection re-

quest when it is a source node. When a node is intermediate node, it assigns the same

wavelength assigned to the previous link if the wavelength is available. Otherwise, it

assigns the smallest indexed wavelength among other wavelengths limited by Equation

(3.1). Reference [4] shows that the blocking probability of First-Fit assignment is rea-

sonable, but this approach assumes that each node can get the link states of the entire

network. If this assumption is incorrect and the states of only the neighboring links is
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(W = 8,Hmax = 4)

known, the blocking probability degrades dramatically.

3.4 Proposed scheme

In this chapter, I propose a wavelength assignment scheme that considers the number

of hops in a connection. The blocking probability can be reduced by the proposed scheme

since the wavelength search area depends on the number of hops in the connection. In

the following, I denote the number of wavelengths as W, the maximum number of hops

in a network as Hmax, the wavelength conversion range is k, and the number of hops

in a connection request as h. Furthermore, it is assumed each node knows the maximum

number of hops in the network and that it can get adjacent link states. The source node can

select any of the wavelengths in the search area, but intermediate nodes must select one

the wavelengths that satisfy Equation (3.1) where the input wavelength is the wavelength
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assigned to the previous link. That is, wavelength assignment at the source node differs

from that at an intermediate node.

3.4.1 Wavelength assignment at the source node

It is assumed that W = 14 and k = 2. When the input wavelength is λ1, Equation (3.1)

indicates that three wavelengths are possible, λ1 to λ3. When the input wavelength is λ7,

five wavelengths, λ5 to λ9, can be output. The number of output wavelengths possible

varies with the input wavelength and the conversion range. When the input wavelength

is near the center wavelength, the number of possible wavelengths is maximized. On the

contrary, when it is distant from the center wavelength, the number is minimized. The ne-

cessity of wavelength conversion increases with the number of hops, as does the blocking

probability. The goals of our proposed scheme are to reduce the blocking probability and

the number of wavelength converters needed. Our approach is to vary the search area of

available wavelengths with the number of hops; increasing the number of hops increases

the search area. The initial search area is allocated from both ends of the wavelength
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Figure 3.6: The effect of the proposed scheme

range. As a result, a connection request with a large number of hops tends to use wave-

lengths near the center wavelength. If there are vacant wavelengths in the search area,

assignment starts from the wavelength nearest the center wavelength and the first avail-

able wavelength is assigned. In this way, connection requests that have many hops are

more likely to be assigned wavelengths near the center wavelength. Requests with few

hops tend to be assigned wavelengths far from the center. This procedure can improve the

blocking probability of connections with many hops, which reduces the blocking proba-

bility of the entire network, as well as the number of wavelength converters needed.

Figure 3.4 shows the search area and the search order of our proposed scheme where

W = 8, and Hmax = 4. The numerals in this figure indicate the search order of wave-

lengths. As shown in Figure 3.4, λ1 and λ8 are the search area of a 1-hop connection. λ1

to λ3 and λ6 to λ8 are the search areas of a 3-hop connection. The search area contains

as many wavelengths as there are hops from either end of the wavelength range. This

symmetry makes the proposed scheme is effective regardless of the number of hops.
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3.4.2 Wavelength assignment at intermediate nodes

The wavelength conversion range follows Equation (3.1) where the wavelength as-

signed to the previous link is λi. Figure 3.5 shows the search order of the proposed

scheme at an intermediate node. If available, the input wavelength λi is assigned to the

next link. Otherwise, we start the search from the wavelength most distant from the center

wavelength. Next, the node checks the wavelength nearest the center. The first available

wavelength is assigned to a connection request. In the example in Figure 3.5, the node

searches for a wavelength in the order λ3, λ2, λ1, λ4, λ5. As a result, fewer wavelengths

near the center are selected which leaves them available for assignment to connections

with many hops. Moreover, the number of wavelength conversions for a connection with

large number of hops is also reduced. Consequently, the proposed scheme can reduce the

impact of eliminating underutilized wavelength converters.

An example of the effect of the proposed scheme is shown in Figure 3.6. In this fig-

ure, it is assumed that the wavelength conversion range, k, is two, there are three existing

connections between Node 4 and Node 5. When a new connection request from Node

1 to Node 8 arrives, in First-Fit assignment, we assign the smallest indexed wavelength.
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Figure 3.8: Pan European Network

Wavelength assignment fails because of existence of short-hop connections between Node

4 and Node 5. On the contrary, in the proposed scheme, we assign the center wavelength

and the wavelength assignment succeeds. The center wavelength is available for the new

connection, and no wavelength conversion is required at intermediate nodes in this exam-

ple.

3.5 Performance evaluation

Computer simulations were conducted to evaluate the blocking probability and the av-

erage number of wavelength conversions on the 8-node unidirectional ring network and

the 14-node NSFNet network in Fig. 3.7, and the 28-node Pan European Network [12]

shown in Fig. 3.8. The number of wavelength W = 14 in the 8-node unidirectional

ring network, W = 8 in the 14-node NSFNet network, and W = 16 in the 28-node

Pan European Network. It is assumed that the connection requests arrive at each node

independently following a Poisson process, and source-destination pairs were uniformly
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Figure 3.9: Blocking probability versus network load ρ on the 8-node unidirectional ring

network

distributed. I compared three wavelength assignment schemes: First-Fit assignment, Ran-

dom assignment, and the proposed scheme. Random assignment assigns a wavelength

from available wavelengths randomly. It should have lower blocking probability than

First-Fit assignment since it assigns wavelengths with uniform distribution, but the num-

ber of wavelength conversions is expected to be increased.

As the first step in examining the effectiveness of our wavelength assignment proposal,

I evaluate the 8-node unidirectional ring network, which is a simple network topology

as shown in Figure 3.7(a). Figure 3.9 shows the blocking probability versus the network

load on the 8-node unidirectional ring network where each node has a limited-range wave-

length converter. When wavelength converters have limited-range wavelength conversion

capability, First-Fit assignment greatly increases the blocking probability compared to

full-range conversion. The proposed scheme and Random assignment better suppress the
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impact of limited-range wavelength conversion on the blocking probability than First-Fit

assignment. If the wavelength conversion range, k, is large, the blocking probability is

decreased. In the following evaluations k = 1 which is the most strict case for limited-

range wavelength conversion. We see that the proposed scheme and Random assignment

have almost same blocking probability. Given the above results, I compared the proposed

scheme with Random assignment which has better blocking probability than First-Fit as-

signment.

Next, I evaluate the blocking probability on the 14-node NSFNet network shown in

Figure 3.7(b) and the 28-node Pan European Network shown in Figure 3.8, which are

more representative of real-world networks than a ring network. Figure 3.9 shows the

blocking probability versus the network load on the 14-node NSFNet network. The result

indicates the similar tendency observed for the 8-node unidirectional ring network. First-
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Figure 3.11: Blocking probability versus network load ρ on the 28-node Pan European

Network

Fit assignment has higher blocking probability than either the proposed scheme or Ran-

dom assignment, which have almost same blocking probability. The difference, however,

shrinks at high loads. At high loads, the proposed scheme has slightly worse blocking

probability than Random assignment. The reason for this is that the search area of the

proposed scheme for a short hop path is less than that of Random assignment. This effect

becomes significant only at high loads. We can reduce this effect by combining our pro-

posed wavelength assignment with routing based on global information. In this chapter,

however, I focus on wavelength assignment schemes. The combination is future work.

Figure 3.11 shows the blocking probability versus the network load on the 28-node

Pan European Network. The blocking probability of First-Fit assignment is the worst

among the three wavelength assignments. Random assignment and the proposal have
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Figure 3.12: The average number of wavelength conversions needed versus the number

of hops on the 8-node unidirectional ring network (ρ = 7.0, k = 1)

almost same blocking probability on the unidirectional ring and NSFNet. However, on the

Pan European Network, there is difference between the blocking probability of Random

assignment and the proposal. The difference is more apparent than in the case of the

NSFNet. Some links tend to be more congested in the Pan European Network than the

NSFNet. In the situation, the drawback of the proposal that the number of wavelength

assigned for short hop connections is limited is significant. That’s the reason why the

proposal is worse than Random assignment.

Figure 3.12 and Figure 3.13 show the average number of wavelength conversions needed

versus the number of hops. Figure 3.12 is the result of the 8-node unidirectional ring net-

work, and Figure 3.13 is the result of the 14-node NSFNet network. This is done at the

network load ρ = 7.0 in Figure 3.12, and ρ = 11.0 in Figure 3.12. It is assumed that each

node has sufficient wavelength converters to handle all input wavelengths. The proposed
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Figure 3.13: The average number of wavelength conversions needed versus the number

of hops on the 14-node NSFNet network (ρ = 11.0, k = 1)

scheme requires fewer on average wavelength conversions than Random assignment in

both networks. The key point is that proposed scheme makes it more likely that connec-

tions with many hops will undergo fewer wavelength conversions; this suggests that some

wavelength converters will be underutilized.

Figure 3.14 and Figure 3.15 show the blocking probability versus the wavelength con-

verter density on the 8-node unidirectional ring network and the 14-node NSFNet net-

work, respectively. ”All” indicates all nodes have sufficient numbers of limited-range

wavelength converters to handle all input wavelengths. ”Case 1”, ”Case 2”, and ”Case

3” represent the situations in which some wavelength converters are eliminated. In the

proposed scheme, the utilization of wavelength converters whose input wavelength lies

on the side or the center is lower than that of other wavelength converters. There is al-

most no difference in the blocking probability of the proposed scheme even though some
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Figure 3.14: Blocking probability versus wavelength converter density (ρ = 3.0, k = 1)

on the 8-node unidirectional ring network

wavelength converters were eliminated. On the other hand, Random assignment allowed

the blocking probability to rapidly increase as the number of wavelength converters elim-

inated was increased. We can eliminate three of the fourteen wavelength converters in

the 8-node unidirectional ring network in ”Case 3” in Figure 3.14. This represents an

improvement of about 20%. Moreover, we can eliminate three of the eight wavelength

converters in the 14-node NSFNet network in ”Case 3” in Figure 3.15. This yields an

improvement ratio of 37.5%.

Figure 3.16 shows the increase ratio of the blocking probability versus the network

load. I define the increasing ratio of the blocking probability as the ratio of the block-
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Figure 3.15: Blocking probability versus wavelength converter density (ρ = 11.0, k = 1)

on the 14-node NSFNet network

ing probability with wavelength converters for all input wavelengths to that with fewer

wavelength converters were eliminated. Eliminated wavelength converters correspond to

λ1, λ8, λ14 in the 8-node unidirectional ring network and λ1, λ5, λ8 in the 14-node NSFNet

network. It is found that the blocking probability is only slightly degraded in the pro-

posed scheme when underutilized wavelength converters are eliminated. We also observe

that the increase ratio decreases as the network load increases. At high network loads,

the blocking probability is also high regardless of the existence of wavelength convert-

ers. In this case, the impact on the blocking probability of using wavelength converters is

small. The difference in the increasing ratio in the proposed scheme is very small between
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wavelength converters are reduced

these two networks while it is large in Random assignment. This shows that the proposed

scheme has little dependency on the network topology when wavelength converters are

reduced. All of the above results show that the proposed scheme is effective on the simple

ring network, and also on practical networks like the NSFNet network.

3.6 Conclusion

This chapter introduced a wavelength assignment scheme for wavelength-routed net-

works with limited-range wavelength converters to realize high speed and large capacity

transport. The proposal reduces the blocking probability and the number of wavelength

converters with almost no performance degradation. It uses a center wavelength for a

long hops connection and an edge wavelength for a short hops connection. First-Fit as-
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signment does not consider wavelength conversion, and its blocking probability is high.

The proposed scheme considers the number of hops in a connection request, and so of-

fers lower blocking probability than First-Fit assignment. The computational simulations

show the blocking probability of the proposal is almost equal to Random assignment on

the unidirectional ring network and 14-node NSF network. Moreover, the proposal can

reduce about 20 percent of the wavelength converters in the unidirectional ring network

and 37.5 percent of the wavelength converters in 14-node NSFNet with almost no per-

formance degradation. Therefore, the proposal realizes high speed and large capacity

transport cost-effectively.
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Chapter 4

Scalable layer 2 network architecture using

VLAN tag swapping

4.1 Abstract

Scalability is one of requirements for next generation backbone network. In this chap-

ter, wide area Ethernet, which is an attractive transport technology for carrier recently, is

focused on. VLAN tag swapping is proposed to extend the scalability of wide area Ether-

net. In the conventional VLAN tagged Ethernet, a VLAN tag must be globally unique. On

the other hand, in VLAN tag swapped Ethernet, a VLAN tag must be locally unique, and

it can be reused in a different link. Therefore, the maximum number of VLAN paths is at

least 4096 in the proposal. In addition, a prototype VLAN tag swapped Ethernet switch

is implemented. The interoperability experiment is successfully conducted between two

different implementations. The experiments confirms the feasibility of future scalable

layer 2 network architecture with VLAN tag swapping.

4.2 Introduction

Wide area Ethernet is attractive for the next generation Internet backbone architec-

ture, especially for carrier environments. This is because Ethernet is the most common

networking technology and it’s cost effective. In addition, the link bandwidth has been

increasing: starting from 10 Mbps about 30 years ago, and reaching up to 100 Gbps nowa-
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days. Ethernet became applicable to Wide Area Network (WAN) although it originated

from Local Area Network (LAN) technology.

Providing an Ethernet Virtual Line (EVL) between customers is a basic service com-

ponent. EVL is provisioned as an Ethernet Virtual LAN (VLAN) path. The Ether-

net VLAN path can be established with VLAN technologies, especially with tag-based

VLANs, which is standardized in IEEE 802.1Q [1]. The VLAN ID/tag is part of the Eth-

ernet header. Wide area Ethernet using Ethernet Label Switching (ELS) [2] also forwards

frames according to the value of its VLAN tag.

VLAN configuration of all switches along the Ethernet VLAN path is required when

setting up or tearing down the path. Generalized Multi-Protocol Label Switching (GM-

PLS) [3] is a set of network control protocols to provide a next generation high perfor-

mance transport network, and can be used for automatically configuring these switches

in path provisioning. Therefore, we are proposing to employ GMPLS protocols for au-

tomatic Ethernet VLAN path provisioning. To increase the scalability of Ethernet, an

automatic VLAN configuration technique is an important challenge especially for WAN.

In addition, the scalability of VLAN technology is an issue in wide area Ethernet. In

the conventional VLAN tag-based Ethernet network (IEEE 802.1Q), a VLAN tag must

be globally unique in a whole network. In other words, different Ethernet VLAN paths

cannot reuse the same VLAN tag. In addition, only 12 bits are assigned to the field

of VLAN tag. These imply that wide area Ethernet cannot support over 4096 Ethernet

VLAN paths. That number of paths is not sufficient in WAN. We have proposed an

effective network architecture to increase network scalability [4].

This paper presents experimental results of GMPLS controlled Ethernet VLAN path

provisioning with VLAN tag swapping between Japan and Belgium. We successfully

demonstrated the following things: 1) Interoperability between two different VLAN tag

swapping based Ethernet implementations; one has been developed by Keio University,
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Figure 4.1: Centralized wide area Ethernet

and the other has been developed by Ghent University, 2) International Q-in-Q frame [5]

transmission between Japan and Belgium, 3) High definition video streaming through the

established Ethernet VLAN path.

4.3 Wide area Ethernet architecture

In this section, two types of wide area Ethernet architecture are discussed. One is a

centralized model, and the other is a decentralized model.

Figure 4.1 shows the architecture of the centralized model. It has a Path Computation

Element (PCE) based architecture. A PCE has responsibilities of resource management

and path calculation in a domain. When an L2-LSP is requested, a layer-2 switch demands

the PCE responsible for the corresponding domain to set up a path. The PCE calculates

a path coordinating with PCEs in other domains. Finally, the PCE reserves an available

VLAN tag for the new path.
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Figure 4.2: Decentralized wide area Ethernet

Figure 4.2 shows the architecture of the decentralized model. It employs GMPLS con-

trol protocols such as OSPF-TE, BGP, and RSVP-TE instead of PCEs. The resource

information is distributed by OSPF-TE within a domain, and the information is shared

among layer 2 switches in a domain. The resource information between other domains

is advertised by BGP. When an L2-LSP is ready to set up, RSVP-TE signaling from the

source switch is carried out towards the destination. A path is calculated in the source

switch according to the current network information, and then an available VLAN tag is

reserved as triggered by signaling.

The above architectures are compared. One of the advantages of the centralized model

is complete management of network resources. In the centralized model, a PCE manages
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all of network resources within the domain, and information about the current network

resources can be received without delay. On the other hand, the lack of scalability is one

of the largest drawbacks in the centralized model. Managing all network resources is a

heavy task when the number of nodes in a domain increases. High performance PCEs

are required. In addition, a PCE is single point of failure. The centralized model is weak

against failures.

Therefore, the decentralized model is assumed in this paper. In this model, it is desir-

able that network resources are locally managed. However, a VLAN tag must be globally

unique in the conventional network. To extend scalability of Ethernet, we have intro-

duced VLAN tag swapping [4]. Figure 4.3 shows an example of VLAN tag swapping.

The VLAN tag of an incoming frame is replaced with another VLAN tag for the corre-

sponding outgoing frame. In this example, two configurations are stored in the forwarding

table. The VLAN tag of the incoming frame is 100. It matches the first configuration of

the forwarding table, therefore the VLAN tag of the outgoing frame becomes 200. In

wide area Ethernet with VLAN tag swapping, a VLAN tag must be unique in a link, and

the same VLAN tag can be reused in the other links (link local labeling). Therefore, the

scalability increases, and the restriction of the number of connections is virtually elimi-

nated.

Figure 4.4 shows the signaling sequence when the L2-LSP is established. There are

4 nodes, divided into 2 domains. Source routing is employed. First, Node A explicitly

designates the path within Domain X and implicitly designates the path within Domain

Y. A node checks availability of the VLAN tag of the incoming link and searches for

an unused VLAN tag of the outgoing link when it receives a signaling message. Then, it

manages a new mapping entry from label to VLAN tag. In the figure, Node B dynamically

searches for an unused VLAN tag, then VLAN tag 200 is found as an unused VLAN tag.

After all the entire procedure of establishing a new path is completed, data transmission
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Figure 4.3: VLAN tag swapping

can happen through the VLAN tag swapped path.

4.4 Experiments

4.4.1 Experimental setup

Figure 4.5 shows the experimental setup of the international interoperability exper-

iments between Japan and Belgium. There are 6 Ethernet switches (keio01, keio02,

keio13, keio14, gent01, and gent02) and 2 end users (user01 and user02). The switches

are controlled and configured by GMPLS protocols, and they contain VLAN tag swap-

ping functionality. The data plane of all switches is based on the Click Modular Router

framework [6]. The data plane of keio01, keio02, keio13, and keio14 is developed by

Keio University, and that of gent01 and gent02 is developed by Ghent University. Figure

4.6(a) and Fig. 4.6(b) show the schematic diagram of the configurations of Click Modular

Router in keio13 and keio01, respectively.

Two switches, keio13 and keio14, are placed in Keio University, Tokyo, Japan, and the
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other 4 switches are placed in Ghent University, Ghent, Belgium. The switches in Japan

work as edge switches and the switches in Belgium work as core switches. The ingress

edge switch accepts untagged Ethernet frames and encapsulates them into Q-in-Q VLAN

tagged frames for transmission to the core switches as shown in Fig. 4.6(a). Every core

switch then swaps the outer VLAN (S-VID) to forward it towards its next hop. Finally

the egress edge switch removes the Q-in-Q VLAN tag.

4.4.2 Path establishment

RSVP-TE establishes an L2-LSP between keio13 and keio14. Figure 4.7 shows the

established L2-LSP in the experiment. The number below a link describes the value of

the VLAN tag assigned to the link. For example, the VLAN tag of the link between

keio13 and keio01 is 9, and that of the link between keio01 and keio02 is 10. In this case,

the VLAN tag is swapped from 9 to 10 at keio01.

Each switch manages used tags and available tags. When reserving a path, each switch

is looking for an available tag on the output port. In Fig. 4.7, it is assumed that the left

port is port 0, and the right port is port 1 for all nodes. The first available tag of port

1 is used for a new L2-LSP at keio01. After the tag is assigned for a new L2-LSP, the

configuration of the forwarding tables occurs automatically. In this case, the shaded entry

(Input port, Input tag, Output port, Output tag) = (0, 9, 1, 10) is added. Similarly, all the

other switches are configured, and finally the L2-LSP is established between keio13 and

keio14.

4.4.3 High definition video transmission and numerical results

A high definition video stream was transmitted through an L2-LSP, which is estab-

lished by RSVP-TE. Figure 4.10 shows the sender, the receiver of a high definition video
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stream, and the edge switches, which are placed in Keio University, Japan. The sender

corresponds to user01 in Fig. 4.5, and the receiver corresponds to user02 in Fig. 4.5. The

core switches are located the ilab.t testbed in Ghent University, Belgium as shown in Fig.

4.11.

Figure 4.12 shows the experiment of transmitting high definition video. The video

stream was captured by a video camera attached to the sender, and the TV monitor is

attached to the receiver. The high definition video stream from the camera is transmitted

through the established L2-LSP. The video is successfully displayed on the TV monitor

at high definition quality as shown in Fig 4.12.

The round trip time and the UDP bandwidth between two users (user01 and user02)

are measured. Figure 4.8 shows the round trip time measured by ping for 10 minutes. An

ICMP packet is sent every 1 second from user01. The average round trip time is 575.5

msec and the standard deviation is 0.64 msec. This result indicates that tag swapping does

not affect stability of the round trip time. Figure 4.9 shows the UDP throughput measured

by iperf [7] for 10 minutes. user01 is the source node and the transmissions rate of the

source node are 10Mbps, 15Mbps, and 20Mbps, respectively. The measured throughput

is satisfactory for high definition video transmission.

The number of VLAN paths supported in the conventional system is at most 4096. On

the other hand, our proposed system can support at least 4096 VLAN paths. The value

varies with the number of hops of the paths through the network. 4096 VLAN tags can

be used on each link in our proposed system, and there are 5 links in this experiment. The

maximum number N of VLAN paths allowed in this experiment is expressed as follows:

N = max(x), such that
x∑

i=0

hi ≤ 4096 × 5 (4.1)

≈ 4096 × 5
h̄

(4.2)

, where i is the index number of a VLAN path, hi is the number of hops of the VLAN path

i, and h̄ is the average number of hops of the VLAN paths. The VLAN tag search time is
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O(1) with the number of nodes n since a hash table is used for the forwarding table in our

implementation.

From this experiment, we verified the interoperability between two different VLAN tag

swapping based Ethernet implementations. We successfully transmitted high definition

video stream between Japan and Belgium with Q-in-Q frames. This result proves the

feasibility of VLAN tag swapped based Ethernet, and proves that wide area Ethernet is

realistic.

4.5 Conclusion

The scalability of Ethernet is a key issue in wide area layer 2 network because Ether-

net originated from LAN technology. To cope with the issue, VLAN tag swapping is an

effective solution. In this chapter, VLAN tag swapped Ethernet is proposed, and an in-

teroperability experiment between two different implementations of VLAN tag swapped

Ethernet in Japan and Belgium. In VLAN tag swapped Ethernet, the limitation of the

number of virtual connections is practically removed because a VLAN tag can be reused

in a different link. In the experiment, a GMPLS controlled L2-LSP was established be-

tween Japan and Belgium, and high definition video was transmitted through the L2-LSP.

The interoperability of VLAN tag swapping and Q-in-Q frame transmission between the

two countries are successfully demonstrated. The round trip time between two end users

was 575.5 milli seconds and it was very stable. The UDP throughput is also satisfac-

tory to transmit high definition video streaming. In addition, the maximum number of

VLAN paths increases in the proposal. This result confirms that VLAN tag swapping is

an effective solution to extend the scalability of wide area layer 2 network.
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Chapter 5

Parallel shortest path search algorithm for

sophisticated traffic engineering

5.1 Abstract

Traffic engineering is an essential to utilize network resource efficiently and support

QoS in next generation backbone network. The issue in sophisticated traffic engineering

in next generation backbone network is high computational complexity of path calcu-

lation. A new parallel shortest path algorithm suitable for dynamically reconfigurable

processor (DRP), called Multi-route Parallel Search Algorithm (MPSA), is proposed to

speed up the shortest path calculation used in traffic engineering. In addition, a hardware

off-loading engine is implemented on the actual DRP, DAPDNA-2. The proposed algo-

rithm consists of simple processing, in which multiple paths are simultaneously searched

by multiple Processor Elements (PEs) of DAPDNA-2. Therefore, it reduces the execution

time of shortest path calculation to 2.8 percent compared with the popular shortest path

algorithm, Dijkstra’s algorithm. The proposed architecture and prototype system can be

applied to future network sophisticated traffic engineering.

5.2 Introduction

Generalized Multi Protocol Label Switching (GMPLS) [1] is a key technology to con-

trol and manage next generation IP backbone networks. It enables not only high speed
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and large capacity networks but also QoS controls and traffic engineering (TE). TE is an

essential technique to utilize network resources efficiently and to avoid network conges-

tion. Routing in GMPLS networks employing TE is based on multiple metrics such as

the number of hops, link bandwidth, and transmission delay [2]. In current IP networks,

shortest path routing which is based on interface cost only is often used [3]. Path cal-

culation in GMPLS networks will be more complex due to the consideration of multiple

metrics.

In addition, in GMPLS networks, topology of IP layer is affected by a lightpath in opti-

cal layer. Lightpath establishment leads to change topology of IP layer, and re-calculation

of the shortest paths is essential. Therefore, each router frequently re-calculates the short-

est paths to create a routing table in GMPLS networks. However, the conventional method

for calculating the shortest path in OSPF [3] has O(n2) computational complexity where

n is the number of nodes. Therefore, in large-scale networks, the complexity of the short-

est path search become more difficult. Ultra fast shortest path calculation can adopt to

huge-size networks.

Conventional approaches to calculate the shortest path is Dijkstra’s algorithm [4] which

is suitable for Neumann-type sequential processors and widely used, for example in cre-

ating routing tables in OSPF. The way to speed up Dijkstra’s algorithm is to make clock

cycle of a processor high since Dijkstra’s algorithm is a sequential algorithm. However, it

has limitations to speed up clock cycle because of the power consumption. To solve this

problem, reconfigurable processors which is based on new architectures have been stud-

ied [5]. In this chapter, I employ a new approach that parallel shortest path algorithm is

executed on reconfigurable processors to make the breakthrough for speeding up shortest

path search. It is a software and hardware mixed approach.

I propose a parallel shortest path algorithm called MPSA (Multi-route Parallel Search

Algorithm) based on parallel data-flow type dynamically reconfigurable processors. MPSA
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is suitable for parallel data-flow machines since it can be expressed as matrix operations.

MPSA searches for multiple paths in parallel. Current positions proceed by 1 cost unit

with each step, and the first path to reach the target node is the shortest path to the node.

After the current position reaches the target node, all links of the node are added to the

discovered links. Results show the proposed algorithm is theoretically less execution time

than Dijkstra’s algorithm by about 97% since the proposed algorithm is O(
√

n) while Di-

jkstra’s algorithm is O(n2).

I implement a hardware off-loading engine prototype to speed up the shortest path

calculation in OSPF. MPSA is implemented as hard-wired logic on DAPDNA-2, which

is a commercially available dynamically reconfigurable processor developed by IPFlex

Inc., Japan [6]. Our prototype works together with GNU Zebra, a famous software-based

router, running on commodity Linux PC. When Zebra creates a routing table in the pro-

cess of OSPF, our off-loading engine calculates the shortest path.

5.3 Related works

5.3.1 Shortest path algorithm

Let G = (V, E) be a directed graph where V is the set of nodes, and E is the set of

edges. Let |E| = m, |V | = n, let s be the source node, and c be a function assigning a

non-negative valued weight to each edge of G. The cost of a link can be thought of as the

distance between the two nodes. For each v ∈ V , d(v) represents the cost of the shortest

path from the source node s to v. The theoretically most efficient sequential shortest path

algorithm is Dijkstra’s algorithm [7]. It calculates the shortest path between the source

node and all other nodes. It is expressed as follows.

1. Set S to empty, where S is a set of nodes whose shortest paths from the source node

s have already determined.
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2. Add the source node s to S , and d(s) = 0. If there is a link from s to v, d(v) = c(s, v),

for all other nodes, d(v) = ∞.

3. Add a node u to S , where d(u) is the smallest in V − S . If S = V , complete the

algorithm.

4. If there is a link from u to v ∈ V − S , d(v) = min{d(v), d(u)+ c(u, v)}. Then go to 3).

Routing in IP networks is based on the shortest paths, a router calculates the shortest

paths when it creates a routing table. Dijkstra’s algorithm is suitable for Neumann-type

processors, ant it is employed as the shortest path algorithm in the real routers, for exam-

ple GNU Zebra [8] and XORP (eXtensible Open Router Platform) [9]. The computational

complexity of Dijkstra’s algorithm is O(n2) where n is the number of nodes in a network.

Therefore, in large-scale networks with TE functionalities, Dijkstra’s algorithm become

heavy task for a router.

5.3.2 Reconfigurable processor

It has limitations to speed up clock cycle of processors because of the power consump-

tion. To cope with the problems about power consumption, performance, and rapid de-

velopment, dynamically reconfigurable processors have been developed. Recent dynamic

reconfigurable devices have been developed to achieve high performance and flexibil-

ity [5].

DAPDNA-2 is a commercially available dynamically reconfigurable processor devel-

oped by IPFlex Inc., Japan [6]. DAPDNA-2 consists of two processors, DAP (Digital

Application Processor) and DNA (Digital Network Architecture). These processors have

different architectures. DAP is a 32-bit RISC CPU which is a Neumann-type processor,

and DNA is a parallel data-flow machine. DNA consists of 376 small computing unit

called PEs (Processor Elements), which is arranged in a array pattern. DAPDNA-2 is not
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a complicated processor from the architectural point of view, and the size of the chip is

smaller than Pentium 4. Therefore, in principle, the price of DAPDNA-2 is less than that

of Pentium 4.

We can design the connections between PEs when implementing an algorithm on DAPDNA-

2. Connection structure of PEs can yield a parallel data-flow machine. Each structure is

called a configuration. DNA can keep three configurations in own cache. These configu-

rations can be switched within one clock. Thus, this chip combines the advantages of the

high-speed processing of hardware and the flexibility of software.

5.4 Multi-route parallel search algorithm

5.4.1 Summary

The basic idea of our proposed algorithm is that the shortest path is the first path reached

to a node when we traverse all edges from the source node at the same pace. First, the

current positions are set at the source node. After this, all the current positions simulta-

neously proceed by 1 cost unit per process. All the current positions are equally distant

from the source node. When the current position reaches a node, we find that the path on

which we traverse is the shortest path to the node.

Here, the following notations are used to explain the algorithm.

V f The set of nodes whose shortest paths from the source node have been already deter-

mined.

Vr The set of nodes which is just reached.

Et The set of edges which are presently traversed.

E f The set of edges which are determined that they are on the shortest path tree.
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i, j A node in the network

r(i, j) The remaining cost to reach Node when (i, j) is traversed where (i, j) ∈ E.

The following is an accurate procedure of our proposed algorithm.

1. Set V f , Et, and E f to empty. Set Vr = {s}, and r(i, j) = c(i, j) for (i, j) ∈ E, r(i, j) = 0

for (i, j) < E.

2. Add node i ∈ Vr to V f . If V f is equal to V , complete the algorithm.

3. Remove the edge (i, j) from Et, and set r(i, j) to zero for all i where j ∈ Vr. Add the

edge (i, j) to Et, where (i, j) ∈ E, i ∈ Vr, and r(i, j) , 0. Set Vr to empty.

4. r(i, j) = r(i, j) − 1 for all the edge (i, j) ∈ Et. If r(i, j) become 0, add node j to Vr.

Also add the edge (i, j) to E f . Then go to 2).

Figure 5.1 shows an example of our proposed algorithm. The denominator represents

c(i, j) and the numerator represents c(i, j) − r(i, j) in edge (i, j). First subfigure is the

initial state of the proposed algorithm. First, the algorithm adds edge (1, 2) and (1, 3) to

Et. Next, the current position proceeds by 1 cost unit. Then r(1, 2) = 0 and r(1, 3) = 2, so

edge (1, 2) reaches node 2. Node 2 is added to V f , and edge (1, 2) is added to E f . In the

next step, edge (2, 3), and (2, 4) are added to Et. After the current positions are proceeded,

r(1, 3) = 1, r(2, 3) = 3, and r(2, 4) = 4. In this step, no node are reached. The algorithm

runs similarly until all shortest paths are determined, V f = {1, 2, 3, 4}.

5.4.2 Matrix representation

Network topology can be expressed as a matrix A = ai j whose size is n × n. It has

row and column corresponding to every node, and its i jth entry ai j equals the cost of the

edge (i, j) if (i, j) ∈ E, otherwise 0. The matrix is called the node-node adjacency matrix,
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Figure 5.1: Our proposed algorithm finds the shortest paths by simultaneous multi-path

search

or simply called the adjacency matrix. Equation 5.1 shows the adjacency matrix for the

network shown in Fig. 5.1. In Fig. 5.1, the edge between node 1 and node 2 is 1, so a12

and a21 is 1.

A =



0 1 3 0

1 0 4 3

3 4 0 2

0 3 2 0


(5.1)

MPSA can be expressed as matrix representation. Matrix representation is space-

inefficient, but suitable for hardware implementation. In addition, matrix operations offer

high parallelism since the operations of the elements are independent. For these charac-

teristics, MPSA is expressed as matrix-based operations to implement it on DAPDNA-2.

Matrix representation version of MPSA uses five matrices, called network matrix N,

search matrix S , fix matrix F, reach matrix R, and path matrix P. Here, it is assumed that

an element is an l-bit unsigned integer data.

The followings are definitions of these matrices. Network matrix N = ni j corresponds
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to r(i, j). For example, if edge (i, j) is now traversed and 5 cost units remain to reach node

j, ni j = 5. Search matrix S = si j is a matrix representation of Et. If edge (i, j) is not now

traversed, si j = 0. Otherwise, si j = 2l − 1. This number is the maximum unsigned integer

value for l-bit data, and all of its bits are 1. In the later, I denote 2l − 1 as MAX VALUE.

Fix matrix F = fi j expresses V f . In the case that node j ∈ V f , fi j = MAX VALUE for

all i ∈ E. On the contrary, j < V f , fi j = 0 for all i ∈ E. Reach matrix R = ri j is a matrix

representation of Vr. Like fix matrix F, ri j = MAX VALUE for all i ∈ E when j ∈ Vr,

and fi j = 0 for all i ∈ E when j < Vr. Finally, path matrix P = pi j corresponds to E f . If

edge (i, j) ∈ E f , pi j = MAX VALUE, otherwise pi j = 0.

In addition, I denote the matrix operations as follows where X = xi j and Y = yi j is

matrices. And Z = zi j denotes the result of each operation.

• TRANS(X)

Transpose X, zi j = x ji for all i, j.

• OPEA(X)

Called Operation A later. If xi j , 0, zi j = MAX VALUE. Otherwise, zi j = 0.

• OPEB(X)

Called Operation B later. If xi j , 0, zi j = 1. Otherwise, zi j = 0.

• OPEC(X)

Called Operation C later. zi j is the result of bitwise OR operation for all element in

column j. Figure 5.2 shows an example of Operation C.

Using above matrices and operations, MPSA can be expressed as follows. It is assumed

that Tx = txi j is a temporary matrix used in the following description.

1. Set fix matrix F, search matrix S , and path matrix P to zero matrix. Reach matrix

R is set to be ris = MAX VALUE for all i ∈ E where s is the source node. Set
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Figure 5.2: Example of Operation C where it is assumed data length of an element is 4

bits

network matrix N to the adjacency matrix representing the network topology and

edge weight, i.e. ni j = c(i, j) if (i, j) ∈ E, otherwise ni j = 0.

2. F = OR(F,R). If fi j = MAX VALUE for all i, j, complete the algorithm.

3. T1 = AND(NOT(R), S ), T2 = AND(NOT(R),N). These operations is to set all

elements in column i to zero where i ∈ Vr. T3 = AND(TRANS(R),T2), and set

T4 = OPEA(T3). t3i j = MAX VALUE if node i is the reached nodes. Adding (i, j)

to Vt in 3) of Section 5.4.1 corresponds to S = OR(T1,T4). Set T5 = NOT(S ).

4. N = SUB(T2,OPEB(S )). If ni j become 0, it indicates that node j is just reached. To

pick up edge (i,j) where node j is just reached, set T6 = NOT(OPEA(OR(T5,N))). If

edge (i, j) is on the shortest path tree, t6i j is MAX VALUE. Finally, P = OR(P,T6),

and R = OPEC(T6). Then go to 2).

Figure 5.3 shows the data-flow of above matrix representation version of MPSA. MPSA

consists of the simple matrix operations, AND, OR, NOT, SUB, TRANS, OPEA, OPEB,

and OPEC. They are suitable for hardware implementation because of their simplicity. In

addition, their elements are independent except for TRANS and OPEC. By assigning a PE

to a operation of an element, we can take advantage of parallel processing of dynamically

reconfigurable processors.
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Figure 5.3: The data-flow of the matrix representation of MPSA

5.5 Evaluation

In this section, the execution time of MPSA on a dynamically reconfigurable proces-

sor is evaluated. It is assumed the maximum distance in the network is dmax, and the

execution time of the sequence in Fig 5.3 is tseq. The sequence shown in Fig.5.3 repeats

until all shortest paths from node s is determined, in other words, all element in F be-

come MAX VALUE. Therefore the sequence must be repeated dmax + 1 times to obtain
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all shortest paths. The execution time Texe is expressed as follows.

Texe = (dmax + 1) × tseq (5.2)

The above result indicates the execution time is O(dmax). In square-mesh networks,

dmax = 2(
√

n − 1) × cave (5.3)

where n is the number of nodes, and cave is the average cost for all edges (i, j) ∈ E. From

Equation (5.2) and (5.3), we obtain

Texe = 2(
√

n − 1) × cave × tseq + tseq. (5.4)

Equation (5.4) indicates the execution time is O(
√

n) in square-mesh networks. On other

topologies, dmax is at most O(n), so the computational complexity of MPSA is at most

O(n). This is lower than that of Dijkstra’s algorithm.

To measure Tseq, I design the matrix operation units on DAPDNA-2. They corresponds

to the operations used in the operation, respectively. In these design, an element in a

matrix is 16-bit data, and the size of a matrix is 4 × 4. The latency for each matrix

operation is shown in Table 5.1. The latencies are between 2 clocks and 4 clocks. We

obtain tseq = 27(clocks) from the result of the latencies and Figure 5.3.

I compare the execution time of Dijkstra’s Algorithm and MPSA. Figure 5.4 shows the

execution time versus the number of nodes where the network topology is square-mesh.

It is assumed the average cost cave is 3, and the reconfigurable processor has enough PEs

and memories. Dijkstra’s algorithm is run on the PC whose processor is a Intel Pentium

4 3.0GHz, and which has 1024MB RAM. The plots of Dijkstra’s algorithm in Fig. 5.4

is the actual measurement. On the other hand, that of MPSA is calculated theoretically

from Equation 5.4 and the assumption that DAPDNA-2 runs at 166 MHz. In the proposed

algorithm, the execution time increases slowly as n increases because MPSA on a recon-

figurable processor runs at O(
√

n). When n = 169, 96.7% fewer time are used than with

Dijkstra’s algorithm.
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Table 5.1: The latency of each matrix operation unit

Operation type Time (clocks)

AND 2

OR 2

NOT 2

SUB 2

TRANS 3

OPEA 3

OPEB 3

OPEC 4
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Figure 5.4: The execution time versus the number of nodes in Dijsktra’s algorithm and

MPSA
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Figure 5.5: The Image of DAPDNA-EB4

5.6 Hardware off-loading engine prototype

Hard-wired logic is a good way to speed up an algorithm, but it has less flexibility than

software-based approach. In this chapter, I employ an off-loading technique which is a

hardware and software mixed approach. In this approach, only a heavy task is executed on

the hardware specialized to a certain algorithm. It leads to reduction of the total execution

time. On the other hand, a light task is executed by software. It leads to having flexibility

of software. To speeding up the shortest path calculation of an actual router, I make a

prototype of a hardware off-loading engine working together with GNU Zebra software

router. The off-loading engine is made on IPFlex DAPDNA-2 using the matrix-based

operations shown in Section 5.4.2. Our implementation is done on the evaluation board,

DAPDNA-EB4 shown in Fig 5.5.

When the number of node is large, there are cases that not all calculations of elements

of a matrix are parallelized because of insufficient number of PEs on an actual DRP. In the

case, of course, the performance is degraded from the ideal performance shown in Fig.
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5.4. There is another trade-offwhen hardware off-loading technique is used. The overhead

of communicating between the host processor and off-loading engine is apparent when the

size of the problem is small. In addition, off-loading technique introduces the additional

cost because an off-loading engine is added. These are trade-off to introduce off-loading

technique.

5.6.1 MPSA implementation on DAPDNA-2

In the implementation, I decide the size of an element in a matrix is 16 bits since the

bit-length of metric in a header of OSPF is 16 bits [3]. One word of DAPDNA-2 is 32-bit

length, so two element can be packed in a word. And I determine the size of the matrix is

32 × 32. It is lead to be able to calculate 32-node network at a time. The data size of the

matrix is 2KB (32 × 32 × 2).

The data of the matrices is loaded from external memory, and input into the shortest

path calculation unit. When the data pass through the unit, the operations shown in Fig.

5.3 are executed. Therefore, the unit runs multiple times until all the shortest paths from

the source node are determined. After the output data is stored into external memory. In

the implementation, the data of each matrix is input/output in serial. Serial I/O makes

required memory bandwidth low, and reduces PE consumption compared to parallel I/O.

Especially, reduction of PE consumption is a merit because of easy fitting.

Figure 5.6 shows the high level function constituting MPSA. The implementation of

MPSA consists of three parts: pre-processing, main processing, and post-processing

stage. The operation in Fig. 5.6 corresponds to several matrix operations.

Four operations exist in pre-processing stage as explained below.

• Update fixed nodes

Add newly reached nodes which is determined in the previous processing to the set

of fixed nodes.
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Figure 5.6: High level design of our implementation and splitting into three configurations

• Clear unnecessary remaining costs

In order not to add the links towards the reached nodes to the searched nodes, we

clear the corresponding values in the network matrix.

• Exclude unnecessary searched links

We exclude the links towards the reached nodes from the set of searched links.

• Update searched links

Add the links from newly reached nodes to the set of searched links.
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In main processing stage, we executes the operations shown in Fig. 5.3. Finally, post-

processing stage has two operations as explained below.

• Update the shortest path tree

The links on the shortest path tree are determined in main processing stage. Add

the links to the shortest path tree which is expressed as path matrix.

• Detect the nodes which is just reached

The newly reached nodes in main processing stage is detected in this operation. The

reached nodes are used in next pre-processing stage.

The implementation employes reconfiguration to reduce usage of PEs. As shown in

Figure 5.6, all the functions constituting MPSA is splitting three configurations. Config-

uration 1 includes loading data and pre-processing stage except updating searched edges.

Configuration 2 includes updating searched edges, main processing stage, updating the

shortest path tree in post-processing stage, and storing the data. It is main configuration

in our implementation. Configuration 3 includes detecting the nodes which is just reached

and storing the part of the data. We split into three configurations at the point before the

operation TRANS and OPEC. This is because there are dependencies in TRANS and

OPEC.

Figure 5.7 shows the flowchart of reconfigurations. Configuration 1 to 3 run until all

the shortest paths are determined, so they run dmax + 1 times.

5.6.2 Integration with GNU Zebra

I integrate our hardware off-loading engine explained in previous subsection with GNU

Zebra. GNU Zebra is a famous software-based router which runs on UNIX-like operating

system, for example Linux. Zebra works as a daemon, and it processes many routing

protocol such as RIP, and OSPF, etc. To be able to off-load the calculation, I modify
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Zebra version 0.94’s source code. I add the off-loading architecture in ospfd which is a

daemon processing OSPF included in Zebra.

Fig 5.8 shows the architecture of our DAPDNA-2 based hardware off-loading engine

integrated with Zebra. As operating system, I employ RedHat Enterprise Linux 4 which

is running on a commodity PC. The PC has Intel Pentium 4 3.0GHz and 1024MB RAM.

MPSA is implemented on DAPDNA-2 and evaluation board DAPDNA-EB4 is used.

DAPDNA-EB4 is Full-size PCI board and plugged into a PCI slot of the PC as shown

in 5.9. The device driver makes DAPDNA-EB4 work on RedHat Enterprise Linux. The

modified ospfd usually collects link-state information, and it triggers the shortest path

calculation on DAPDNA-2 when re-calculation is required. Before executing MPSA,

link-state informations are transformed to the matrix-based data format as show used in

MPSA. Network matrix, Reach matrix, Fix matrix, Search matrix, and Path matrix are

initialized and set to RAM on DAPDNA-EB4. Then, ospfd triggers executing MPSA on

DAPDNA-2. After executing MPSA, ospfd gets the result of the shortest paths from RAM

on DAPDNA-EB4. The result is represented as matrix-based format, so ospfd transforms

the result to Zebra’s internal data structure and makes a routing table.

5.7 Conclusion

In this chapter, to solve the high computational complexity of path calculation in traf-

fic engineering, a new parallel shortest path algorithm called Multi-route Parallel Search

Algorithm is proposed. The proposal takes advantage of parallelism of DRP and it is

suitable for DRP. In next generation backbone network, traffic engineering with many

functionalities is required to utilize network resources efficiently and support QoS. Under

this situation, the shortest path calculation is frequently occurred and become a heavy

task. The proposed algorithm consists of simple processing, in which multiple paths are

simultaneously searched by multiple Processor Elements (PEs) of DAPDNA-2. There-
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DAPDNA-EB4

Figure 5.9: DAPDNA-EB4 is plugging into a PCI slot

fore, it reduces the execution time of shortest path calculation to 2.8 percent compared

with the popular shortest path algorithm, Dijkstra’s algorithm. The proposed architecture

and prototype system can be applied to future network sophisticated traffic engineering.
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Chapter 6

Optimal application framework for distributing

large volume data

6.1 Abstract

An application framework for distributing large volume data is one of requirements in

next generation backbone network. Content delivery network (CDN) is effective frame-

work for large data distribution. It is an important issue in CDN to obtain the optimal

replica placement patter in practical time. This chapter proposes a novel approach that

takes advantage of the parallelism of dynamically reconfigurable processors (DRPs) to

solve the resource minimization problem, which is NP-hard. The proposal obtains the

optimal solution by running an exhaustive search algorithm suitable for DRP. Greedy al-

gorithms, which have been widely studied for tackling the replica placement problem,

cannot always obtain the optimal solution. The proposed method is implemented on an

actual DRP and in experiments reduces the execution time by a factor of 40 compared to

the conventional exhaustive search algorithm on a Pentium 4 (2.8 GHz).

6.2 Introduction

Demand continues to grow for downloading rich contents, for example DVD-quality or

high definition videos, through the Internet. Two factors are the keys to meeting this de-

mand: local content sources and adequate transfer capacity. Optical networks can provide
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the high-speed and high-capacity pipes needed; they are now commonly used in backbone

networks and can handle bandwidth-consuming applications if the transfer distances are

reasonable. this chapter focuses on the other factor, an shows how to determine where to

site content sources.

Identifying the optimum number and location of content sources (servers) involves an

understanding the trade-offs between performance and cost. Using just a few servers is

very effective in reducing initial investment costs but the servers will experience extremely

high loads since they must deal with simultaneous download requests from many clients.

Moreover, the average transfer distance is high which degrades the QoS and indeed overall

network performance.

The content delivery network (CDN) was proposed to improve network resource uti-

lization efficiency for large contents distribution [1, 2]. CDN consists of two types of

servers: origin server and replica server. The number of origin servers is usually one (for

each contents provider), and the many replica servers are spread throughout the service

area. Origin server holds the original contents and delivers them to the replica servers as

needed to ensure user requests can be satisfied. The contents stored in a replica server are

called replicas. CDN promises high-speed downloads since the client downloads the data

from the server nearest to the client in terms of network connectivity.

In CDN, replica placement impacts the performance which includes the load on the

origin server and the network since data placement decisions must be made on a per

content basis and be made dynamically in response to user requests. Minimizing the

number of mirroring resources (servers) under a Quality of Service (QoS) constraint is a

key issue in CDN, so research in this area has been quite active. It is a tough problem to

select which nodes should host which replicas.

The distance between two nodes is used as a metric for QoS in CDN. A request must

be resolved by a server within the distance specified by the request because all clients
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want to download contents within the allotted time period. Every node knows the nearest

replica server that holds the requested data and the request is sent to the replica server that

is closest to the client. The goal is to find a replica placement that satisfies all requests

without violating any range constraint, and that minimizes the update and storage cost at

the same time. This chapter emphasizes the optimization of the number of replicas under

the delay constraint.

Replica placement problem is derived from the set cover problem which is known to

be NP-hard [3]. Therefore, calculation time increases rapidly with network scale. Greedy

algorithms have been widely studied since they yield sub-optimal solutions reasonably

quickly [4–11]. However, it has been proven mathematically that no greedy algorithm

always can attain the optimal solution [3]. Sub-optimum solutions have higher replicating

cost, i.e. the number of replicas, than the optimal solution. The goal then is to secure the

optimal replica placement within some practical time.

Our solution to obtaining the optimal solution to the replica placement problem is based

on combining advanced processors with suitable algorithms. It is not realistic to obtain the

optimal solution with a Neumann-type processor given the number of all solution candi-

dates. To drastically reduce the calculation time, a novel approach that uses an exhaustive

search algorithm that suits the parallelism offered by a dynamically reconfigurable par-

allel processor (DRP) is proposed. The proposal is the marriage of advances in software

and hardware.

Our proposal is implemented on a commercially available DRP, DAPDNA-2 of IPFlex

Inc [12]. DAPDNA-2 consists of a Digital Application Processor (DAP), a high-performance

RISC core, and Digital Network Architecture (DNA), a dynamically reconfigurable two-

dimensional matrix. DNA is embedded in an array of 376 Processing Elements (PEs),

which are comprised of computation units, memory, synchronizers, and counters. The

PE Matrix circuitry can be reconfigured freely into the structure that best suits the current
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application.

It is not feasible to solve the large-scale replica placement problem on a program

counter-based processor. Our proposed algorithm divides the problem in an optimal man-

ner and subjects the pieces to pipeline operation. Whereas the time complexity of conven-

tional exhaustive search using Beeler’s algorithm [13] is O(nCk), the time complexity of

the proposed algorithm is O(
√

nCk). Experiments show that the proposed method reduces

the execution time by a factor of 40 times compared to conventional exhaustive search

using Beeler’s algorithm on a Intel Pentium 4 (2.8GHz).

The rest of this chapter is organized as follows. Section 6.3 details the related work on

the replica placement problem and combination algorithm. In Section 6.4, a fast solution

to the replica placement problem is proposed; it divides the candidates and pipelines them

on a DAPDNA-2. Section 6.5 evaluates the performance of our implementation. Finally,

the conclusion of this chapter is denoted in Section 6.6.

6.3 Replica placement problem

The network is represented by an undirected graph G = (V, E), where V is the set of

servers, and E ⊆ V × V denotes the set of network links among the servers. Each link

(u, v) ∈ E is associated with a cost d(u, v) that denotes the communication cost of the link

between servers u, v. It is assumed that the graph is connected, so that one server can

connect to any other server via a path. I define the communication cost of a path as the

sum of the communication cost of the links along the path. Because it is assumed that

each server knows the nearest replica, I define d(u, v) between two servers u, v to be the

communication cost of the shortest path between them. Every server u has a storage cost

s(u), which denotes the cost to put a replica on server u. Different servers usually have

different storage costs.

Fig. 6.1 illustrates replica placement. The numbers in the circles are server indices
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Figure 6.1: Origin server and replica servers {1, 5} can cover all nodes when the quality

requirement is 8.

between 0 and n − 1, where n is the total number of servers. The number on a link is the

communication cost of the link.

Each server in the network serves multiple clients, although the clients is not illustrated

in Figure 6.1. A client sends its request to its associated server, which then processes

the request. If the local server has the requested data, the request is processed locally.

Otherwise, the request is directed to the nearest server that has the replica. In addition,

the communication cost from clients to servers is ignored because it doesn’t impact the

replication decision.
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Without loss of generality, it is assumed that server 0 is origin server r. Initially, only

the origin server has the contents. A replica server is a server that has replicated contents.

A replication strategy, R ⊆ V − {r}, is a set of replica servers.

The replication cost is used to evaluate replication strategies. The replication cost T (R)

of replication strategy R is defined as the sum of storage cost S (R) and update cost U(R).

T (R) = S (R) + U(R) (6.1)

Storage cost: The storage cost of replication strategy R is the sum of all storage costs of

the replica servers.

S (R) =
∑
v∈R

s(v) (6.2)

Update cost: In order to maintain data consistency, origin server r issues update requests

to every replica server. It is assumed that there is an update distribution tree T , which

connects all servers in the network. For example, a shortest path tree rooted at the origin

server is used as the update distribution tree. Origin server r multicasts update requests

through links on this tree until all replica servers in R receive the update request. Every

node receives the update request from its parent and relays these requests to its children

according to the update distribution tree.

Let p(v) be the parent of node v in the update distribution tree, and Tv be the subtree

rooted at node v. If Tv ∩ R , φ, link (v, p(v)) participates in the update multicast. As a

result, the update cost is the sum of the communication costs from these links (v, p(v)). For

example, if the replication strategy R is {1, 5} in 6.1, then the update cost is 11 + 15 = 26.

U(R) =
∑

v,r,Tv∩R,φ

d(v, p(v)) (6.3)

Every server u has a service quality requirement q(u). The requirement mandates that

all requests generated by u will be served by a server at less than q(u) communication cost.

It is assumed that every server in the network knows the replica server nearest to itself.

If a request is served by the nearest replica server within q(u), the request is satisfied,
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otherwise, the request is violated. If all requests in the system are satisfied, the replication

strategy is called feasible.

min
w∈R∪r

d(v,w) ≤ q(v) (6.4)

The replica placement problem is to find the feasible replication strategy that minimizes

the replication cost in Equation (6.1) [10]. As an example, it is assumed that the quality

requirement is 8 for all servers and the replication strategy is {1, 5} in Figure 6.1. We can

verify that the replication strategy together with the origin server can satisfy all requests

within the network. The replication strategy {1, 5} covers all nodes in Figure 6.1. The

replica placement problem is derived from the set cover problem which is known to be

NP-hard [3]. The definition of the set cover problem is as follows.

Minimum Weight Set Cover Problem: Let U be the universal set and S be the family

of U. The solution is sub-family S such that the weight is minimized and
∪

S∈S S = U is

satisfied.

The replica placement problem is NP-hard because the minimum weight set cover prob-

lem is known to be NP-hard. Several greedy algorithms have been proposed to decrease

the calculation time [4–11]. Johnson proposed a greedy algorithm against the minimum

weight set cover problem [4]. This algorithm is a straightforward heuristic. The time

complexity is proportional to n. In [5,8], fan-out based replica placement algorithms were

proposed. They put replicas on servers in descending order of server degree. Kangasharju

et al. proved that their target replica placement optimization problem is NP-complete,

and proposed some heuristic algorithms [9]. Tang et al. investigated QoS-aware replica

placement problems to elucidate QoS requirements, and proposed the l-Greedy-Insert and

l-Greedy-Delete algorithm [10]. They showed that the QoS-aware placement problem

for replica-aware services was NP-complete. Wang et al. proposed a heuristic algorithm

called Greedy-Cover [11]. Experiments indicated that the proposed algorithm found near-

optimal solutions effectively and efficiently. Karlsson et al. provided a framework for
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evaluating replica placement algorithms [7], and compared several replica placement al-

gorithms [6]. [6] also provides a comprehensive survey of replica placement algorithms.

However, note that it has been proven mathematically that no greedy algorithm can obtain

the optimal solution [3]. Therefore, to get the optimal solution, a fast exhaustive search

algorithm is required.

Exhaustive search algorithms generally consist of the following three procedures.

1. Generate all solution candidates, in other words all replication strategies

2. Check each solution candidate as to whether all nodes are covered

3. Calculate the replicating cost of each solution candidate

The above procedures are executed over all of replication strategies, and the optimal so-

lution is selected. The parallelization of procedures 2 and 3 is easily achieved because

the replication strategies are completely independent in these procedures. However, the

parallelization of procedure 1 is not easy, so procedure 1 is likely to become a bottleneck.

Therefore, I focus on a solution candidate generation scheme to speed up the exhaustive

search algorithm in this chapter.

Exhaustive search algorithms to solve the Boolean Satisfiability Problem (SAT), which

is an NP-hard problem as well as the set cover problem, have been implemented on FP-

GAs [14–17]. Instance-specific hardware is employed to reduce the execution time in

these implementations. Thus, we have to re-generate instance-specific hardware for each

problem instance, i.e. the hardware compilation, which is a significant overhead, is re-

quired. In addition, the problem instance is limited in the implementations of [15, 17]

since it was assumed that the forms of the boolean expressions they contained were lim-

ited.
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Data1 (000111)

Data6 (010101)

Data11 (100011)

Data16 (101100)
1 clock

Beeler’s algorithm

on DAPDNA-2

Figure 6.2: First data of each group are entered per clock cycle by pipeline operation.

DNA matrix outputs Data2, Data7, Data12 and Data17, which are the next input data.

6.4 Proposed method

Combinatorial algorithms can be applied to problems derived from the set cover prob-

lem, such as the replica placement problem. The calculation time of the replica placement

problem increases rapidly with network scale. I propose a new method that generates and

tests all combinations rapidly to obtain the optimal solution in a feasible time. Our pro-

posed method divides combinations into different groups which are executed in parallel.

The first data of each group are entered per clock cycle following pipeline operation. I

implemented Beeler’s algorithm [13], which can generate all combinations in ascending

order, on DAPDNA-2.

Figure 6.2 shows the pipeline operation when 6C3 is divided into 4 groups. 1st, 6th,

11th and 16th data are input data because 20 combinations are divided into 4 groups.

DNA matrix outputs Data2, Data7, Data12 and Data17, which are the next input data in

Figure 6.2. The result of the last group is delayed by 3 clocks compared to that of the first

group. The overall execution time is about 75 percent shorter than the original execution

time.

There are two problems that need to be solved. First, how can we calculate the first data

of each group when the combinations are divided into different groups? Beeler’s algo-
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rithm can generate all combinations in ascending order but there are data dependencies.

It’s difficult to calculate any order pattern because the difference between neighboring

patterns is not constant. I solve this problem by proposing an algorithm that can generate

patterns in any order.

Second, what is the optimal number of divisions in terms of minimizing the overall

number of calculation clocks needed? Increasing the number of divisions decreases the

overall calculation clock number but there is a lower limit beyond which the overall clock

number starts to increase. The optimal number of divisions depends on the number of

combinations and the calculation clocks of Beeler’s algorithm. In order to solve this

problem, I tackled the theory behind the optimal number of divisions.

6.4.1 Beeler’s algorithm and any-order pattern algorithm

M. Beeler et al. proposed an algorithm that generates all combinations and picks k

outcomes from n possibilities [13]. These combinations can be expressed in n-digit binary

form. For example, 010110 represents (2, 3, 5) when n = 6. Combinations can be ordered

as follows; (2, 3, 5) < (2, 4, 5) because 010110 < 011010. Beeler’s algorithm can generate

all combinations from 000111 to 111000 in order. The details of the algorithm are as

follows.

1. Let S 1 be the pattern in which all bits are unset except for the least significant bit of

combination X.

2. R = X + S 1

3. Let S 2 be the pattern in which all bits are unset except for the least significant bit of

combination R.

4. S 3 = (S 2/S 1) >> 1 − 1



Chapter 6 107

5. Y = R|S 3 is next to X.

When n = 6, k = 3, X = 001110, for example, Y is calculated as follows.

1. S 1 = 000010

2. R = X + S 1 = 010000

3. S 2 = 010000

4. S 3 = (S 2/S 1) >> 1 − 1 = 001000 >> 1 − 1 = 000011

5. Y = R|S 3 = 010011

I propose a new algorithm that generates any order pattern in combinations sorted in

ascending order. The following equation is generally true.

nCk =

n−1∑
i=k−1

iCk−1 (6.5)

If you want to get m-th pattern, find x1, which is the smallest value among the values of x

satisfying Equation (6.6). iCk−1 corresponds to the number of the patterns whose i-th bit

is the most significant bit, and where the number of 1’s between 0 and the (i − 1)-th bit is

k − 1. Therefore, x1 means the patterns that include the m-th pattern, and the highest bit

to be set at 1 of the patterns is the x1-th bit.

x∑
i=k−1

iCk−1 ≥ m (k − 1 ≤ x1 ≤ n − 1) (6.6)

x1Ck−1 means the number of the patterns whose x1-th bit is the most significant and the

number of 1’s between 0 and (x1 − 1)-th bit is k − 1 because the number of 1’s is k

in total. Hence, the x1-th bit of the m-th pattern is 1. The m-th pattern corresponds to

m −∑x1−1
i=k−1 iCk−1-th in x1Ck−1. Replace m as follows.

m→ m −
x1−1∑

i=k−1
iCk−1 (6.7)
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Next, find x2, which is the smallest value among the value of x satisfying the following

inequality.
x∑

i=k−2
iCk−2 ≥ m (x ≤ x1 − 1) (6.8)

x2Ck−2 represents the patterns whose highest bit to be set at 1 is the x2-th bit and there are

k−2 1’s between 0 and x2−1. Hence, the x2-th bit of the pattern is 1. x1, x2, · · · , xk can be

obtained by repeating k times in a similar way. Setting the corresponding bits to 1 yields

get the m-th pattern.

For example, the 6th pattern (m = 6) in 6C3 can be obtained as follows.

6C3 =2 C2 +3 C2 +4 C2 +5 C2 = 1 + 3 + 6 + 10 (6.9)

Apply the equation (6.5) to 4C2 because 4C2 includes the 6th pattern. Hence, x1 = 4,m→

2.

4C2 =1 C1 +2 C1 +3 C1 = 1 + 2 + 3 (6.10)

Apply the equation (6.5) to 2C1 because 2C1 includes the 2nd pattern. Hence, x2 = 2,m→

1.

2C1 =0 C0 +1 C0 = 1 + 1 (6.11)

The 1st pattern corresponds 0C0. Hence, x3 = 0. Setting the corresponding bits to 1 yields

the 6th pattern, 010101.

6.4.2 Optimal number of divisions

Let a be the number of clocks taken to calculate any order pattern and b be the number

of clocks to execute Beeler’s algorithm. b (nCk − 1) clocks are required to generate all

combinations and pick k outcomes from n possibilities. iC j is the number of j-selections

from i elements, where i, j are nonnegative integers. When we divide the combinations

into 2 groups, a + b(nCk−1)
2 + 1 clocks are required. When we divide the combinations into
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3 groups, 2a + b(nCk−1)
3 + 2 clocks are required. When we divide the combinations into x

groups in a similar way, y clocks are required as follows.

y = (x − 1)a +
b(nCk − 1)

x
+ x − 1

=
b(nCk − 1)

x
+ (a + 1)x − a − 1 (6.12)

According to a relationship between arithmetic mean and geometric mean,

y =
b(nCk − 1)

x
+ (a + 1)x − a − 1

≥ 2

√
b(nCk − 1)

x
(a + 1)x − a − 1

= 2
√

b(nCk − 1)(a + 1) − a − 1 (6.13)

The equality is satisfied if and only if b(nCk−1)
x = (a + 1)x. Hence

x =

√
b(nCk − 1)

a + 1
(6.14)

This is the optimal number of divisions.

6.4.3 Implementation on DAPDNA-2

Let n be the number of nodes except for the origin server and k(≤ n) be the number

of replicas. In our implementation, n ≤ 32 because the word size of PE is 32-bits long.

For example, we generate all combinations from 0000011 to 1100000 when n = 7, k = 2.

Each node is represented as 32-bit data. Let the i-th bit be 1 if this node covers node

i. In Equation (6.4), the v-th and w-th bits of node w are 1 because node w covers v.

This information is called the cover data of node w. If OR between the cover data of all

replica servers and that of the origin server yields 1111111, the replication strategy covers

all nodes. For example, the replication strategy is node {1, 5} when the combination is

0010001. The following equations are true in Figure 6.1.

d(2, 0) ≤ q(2), d(3, 0) ≤ q(3), d(7, 0) ≤ q(7)

d(2, 1) ≤ q(2), d(4, 5) ≤ q(4), d(6, 5) ≤ q(6)



Chapter 6 110

One strategy is node 0 (1000110), node 1 (0000011), and node 5 (0111000). This

replication strategy covers all nodes because the result of the OR operation between the

cover data of the these nodes equals 1111111. If several replication strategies cover all

nodes, we choose the minimum-cost replication strategy.

After calculating the optimal number of divisions, our proposed algorithm consists of

following 3 processes.

1. Calculate the first replication strategy of each group by using the algorithm de-

scribed in Section 3.1.

2. Execute Beeler’s algorithm.

3. Using the corresponding cover data, check that all nodes can be covered.

The result of process (1), which is executed by DAP, is stored in main memory. DNA

reads this result from main memory and executes processes (2) and (3) in pipeline manner.

The hardware compilation for each problem instance is not required since our implemen-

tation is not instance-specific, but application-specific. In addition, it can be generally

applied to combinatorial optimization problems including the set cover problem.

To support network with more than 32 nodes, we have to make a small modification to

the implementation; the algorithm remains basically the same. Several words are required

to express a replication strategy and cover data. Therefore, several words are treated as

one data unit in the implementation for over 32 nodes.

6.5 Performance evaluation

In this section, I compare the execution time of a DAPDNA-2 (166MHz) with that of

a Pentium 4 (2.8GHz). Let k be the number of replicas and n be the number of nodes,

except for the origin server, and d be the number of partitions.
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Figure 6.3 shows the execution time to generate all combinations when k = 8, in other

words, 25 percent of all nodes hold replicas. This percentage is derived from the result

shown in [11]. This reference shows that the average number of replicas is 25 percent.

Black plots represent the conventional exhaustive search using Beeler’s algorithm on the

Pentium 4, and white plots represent the proposed method on the DAPDNA-2. Circle

plots represent the theoretical execution time, and square plots represent the experimental

execution time. Figure 6.3 has some margin of error between theoretical and experimental

times, but both demonstrate the same overall tendency. In the proposed method, the

execution time increases slowly with n because DAPDNA-2 calculates in parallel using

a pipeline operation. When n = 30, DAPDNA-2 reduces the execution time by a factor

of 40 compared to Pentium 4. It is noted that the clock frequency of DAPDNA-2 is only

1/17th that of the Pentium 4. Such large performance gain cannot not be attributed to only

the difference in processor architecture. The performance gain is the result of combining

the parallel processing of DRP with the proposed algorithm.

Figure 6.4 shows the theoretical execution time when k is 25 percent of the number of

nodes, n. Let a be the calculation clock of any-order algorithm and b be the calculation

clock of Beeler’s algorithm. The measured values are a = 330, and b = 33. Let tc be the

theoretical execution time of the Pentium 4 and tp be the theoretical execution time of the

DAPDNA-2. tc, tp are as follows.

tc =
b(nCk − 1)
2.8 × 109 (sec) (6.15)

tp =
2
√

b(nCk − 1)(a + 1) − a − 1
166 × 106 (sec) (6.16)

While the Pentium 4 requires about 7 days to generate all combinations when the number

of nodes, n equals 60, the execution time of the proposed method is about 9 seconds.

This is because the time complexity of proposed algorithm is O(
√

nCk). As a result,

the proposed algorithm is scalable against the number of nodes, n. Figure 6.5, 6.6, 6.7

show the theoretical execution time when k is 12.5 percent, 50 percent, and 75 percent
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Figure 6.3: DAPDNA-2 can reduce the execution time by 40 times compared to Pentium

4 when the number of nodes is 30.

of the number of nodes, n, respectively. The dashed lines in the figures correspond to

the value of 1 day. When k is equal to 12.5 percent of the number of nodes and n = 88,

the conventional method requires over 4 days to generate all combinations. On the other

hand, the execution time of proposed method is about 7 seconds. If k is 50 percent of

the number of nodes and n = 48, the conventional method takes about 4 days, while our

proposal takes only 7 seconds. The result when k is 75 percent of the number of nodes

equals that when n is 25 percent of the number of nodes. This is because the execution

time is a function of nCk and the equation nCk =n Cn−k is always true. Until k reaches 50

percent of the number of nodes, the execution time increases. Therefore, when the value

of k is small, we can extract the optimal replica placement for a large network within a
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Figure 6.4: Theoretical execution time versus the number of nodes when the number of

replicas k is 25 percent of the number of nodes n

certain value of the execution time. There are some cases that the execution time of the

proposal is larger than that of the conventional approach in Fig. 6.4 to 6.7. This is because

the overhead of calculating the seed patters directly is apparent when the number of nodes

is small in the proposal.

Figure 6.8 shows the execution time of the DAPDNA-2 versus d when k = 8. Cross

plots represent 25 nodes and triangular plots represent 27 nodes. Optimal number of

divisions is calculated by Equation (6.14). d = 328 when n = 25 and d = 472 when

n = 27. The execution time increases if d exceeds the optimal value.

Next, I compare the optimality of the replica placements yielded by a greedy algorithm
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Figure 6.5: Theoretical execution time versus the number of nodes when the number of

replicas k is 12.5 percent of the number of nodes n

and the proposed algorithm. The greedy algorithm employed in the evaluation is the

algorithm proposed in [11], Greedy-Cover algorithm. I conducted simulations on 10000

different topologies. The topologies were generated by NetworkX library [18], and a

random graph model (gnm random graph in NetworkX) is used. It is assumed average

degrees of a node is 4, and service quality requirement q(u) = 16, 20, 24. The cost of a link

is uniformly distributed between 1 and 15. Figure 6.9 compares the average optimality of

Greedy-cover to that of the proposed algorithm. In the evaluation, optimality is defined

as follows.

optimality =
s
o

(6.17)
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Figure 6.6: Theoretical execution time versus the number of nodes when the number of

replicas k is 50 percent of the number of nodes n

where s is the number of replicas obtained by the replica placement algorithm, and o is the

optimal number of replicas. From Fig. 6.9, the optimality of the Greedy-cover algorithm

tends to increase with the number of nodes. On the other hand, the optimality of the

proposed algorithm is always 1 since our proposal is based on exhaustive search, and can

always obtain the optimal solution. When q(u) is large, the optimality of Greedy-cover

algorithm is getting near that of the proposal. It is because in case that the cover area is

large the total number of replicas is decreasing in both of Greedy-cover and the proposed

algorithm.

Figure 6.10 shows the execution time of Greedy-Cover and the proposed algorithm.
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Figure 6.7: Theoretical execution time versus the number of nodes when the number of

replicas k is 75 percent of the number of nodes n

The execution time is the average value over 10000 topologies and the parameters are

as same as those used in the simulation of Fig. 6.9. The execution time of Greedy-

Cover algorithm is always less than that of the proposed algorithm for the same q(u).

The execution time of the proposed algorithm is only 1.6 to 3.9 times as large as that

of Greedy-Cover algorithm even though the proposed algorithm can always obtain the

optimal solution. The factor of the execution time decreases as the number of nodes is

increased. Thus, according to Fig. 6.9 and 6.10, the proposed algorithm is effective when

the number of nodes is large or q(u) is small.
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6.6 Conclusion

The distribution of large contents is a promising application of the Internet, but care

is needed to keep the costs feasible. CDN can achieve high resource efficiency in large

content distribution if the placement of replica servers is optimal. In order to obtain the

optimal solution, I have developed a novel approach that is based on the use of DRPs while

the conventional approaches are based on sequential processors. I have also proposed a

fast calculation method for exhaustive search that well suits the DRP by fully utilizing the

parallelism offered by this type of processor. Our proposed method optimally divides the

combinations and subjects the pieces to pipelined processing. I propose a new algorithm

that generates any order pattern in combinations that are sorted in ascending order, and

derived the optimal number of divisions theoretically. In addition, I implemented the
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proposed algorithm on a commercially available DRP, DAPDNA-2, developed by IPFlex

Inc. While the time complexity of conventional method is O(nCk), the time complexity of

the proposed algorithm is O(
√

nCk).

Experiments have showed that the execution time of the proposed algorithm increases

slowly as n increases because DAPDNA-2 calculates in parallel using pipeline operations.

When n = 30, DAPDNA-2 reduces the execution time by a factor of 40 compared to that

needed by a Pentium 4. These results confirm the feasibility of an optimal application

framework to distribute large volume data.
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Chapter 7

Conclusion

There are four requirements for next generation backbone network. First, high speed

and large capacity is a major requirement for next generation backbone network because

the traffic volume of the Internet has been increasing for last 10 years rapidly. Second,

scalability is required since the number of the Internet users has been increasing recently

and so many devices are connected to the Internet in the era of ubiquitous computing.

In addition, many new types of applications have been emerged for past few years, and

these applications demand different QoS constraints. Therefore, as the third requirement,

traffic engineering capability is essential to support QoS and to utilize network resources

efficiently. Finally, an application framework to distribute large volume data is important

in next generation backbone network. To satisfy these four requirements, efficient data

transport technologies for next generation backbone network were proposed in this thesis.

Chapter 3 focused on high speed and large capacity transport. Wavelength division

multiplexing is a key technology to realize high speed and large capacity transport since

bandwidth can be increased easily just by introducing new wavelengths. Wavelength-

routed networks is suitable network architecture for all optical network to remove the

bottleneck of electrical processing. However, the wavelength continuity constraint, which

leads to high blocking probability, is a major problem of wavelength-routed network.

Wavelength converters are employed to relax the wavelength continuity constraint, but

the range of wavelength conversion is limited under the current technologies. In this

chapter, the wavelength assignment scheme for wavelength-routed network with limited
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range wavelength converters was proposed in order to reduce the cost of all optical net-

work. The proposed scheme assign a center wavelength for a long hop connection and an

edge wavelength for a short hop connection. The proposed scheme considers the number

of hops in a connection request, and offers low blocking probability than First-Fit assign-

ment. The results of computer simulations show that the proposed wavelength assignment

reduce the total number of wavelength conversions and it can reduce the number of wave-

length converters with negligible performance degradation. As a result, the proposal can

make all optical networks cheaper.

Chapter 4 dealt with the scalability issue in next generation backbone network. Wide

area layer 2 network based on Ethernet technology has been attractive for carrier recently

due to the cost effectiveness of Ethernet. In wide area Ethernet, a connection between

users is established with VLAN technology, but the maximum number of connections in

a whole network is very limited since only 12 bits are assigned to the field of a VLAN

tag and the tag must be globally unique. To expand the scalability of Ethernet, VLAN tag

swapping was proposed in this chapter. Distributed VLAN tag resource management can

be applied in VLAN tag swapped Ethernet, and the tag can be reused in a different link.

Consequently, the restriction of the number of connections is practically removed and the

flexibility increases. In addition, the prototype Ethernet switch with VLAN tag swapping

functionality was implemented, and the interoperability experiments between my imple-

mentation and Ghent University’s implementation was successfully demonstrated. This

achievement confirmed that VLAN tag swapping is an effective solution to extend the

scalability of wide area layer 2 network.

An issue to introduce sophisticated traffic engineering is high computational complex-

ity of path calculation, and it was investigated in Chapter 5. In this chapter, the parallel

shortest path algorithm, called Multi-route Parallel Search Algorithm (MPSA), suitable

for dynamically reconfigurable processor (DRP) was proposed to speed up the shortest
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path calculation. The proposal takes advantage of parallelism of DRP, and searches mul-

tiple paths simultaneously. As a result, it reduces the execution time of shortest path

calculation to 2.8 percent compared with the popular shortest path algorithm, Dijkstra’s

algorithm. To confirm the effectiveness of the proposal, the proposed algorithm was im-

plemented on the actual DPR, DAPDNA-2. The proposed algorithm and the implemented

off-loading engine can be applied to future network sophisticated traffic engineering.

Chapter 6 focused on an application level framework for distributing large volume data.

Content Delivery Network (CDN) had been proposed to improve the users’ download

speed and to reduce the load of servers. In CDN, replica placement problem is an issue

since it affects the performance and storage constraint. Greedy algorithms are widely

studied due to its small computational complexity, but there is no greedy algorithm that

can always obtains the optimal replica placement pattern. In this chapter, the replica

placement scheme that can obtain the optimal solution within practical time was pro-

posed for establishing the optimal application framework for large data distribution. A

fast calculation method for exhaustive search that well suits the DRP by fully utilizing

the parallelism offered by this type of processor was proposed. The proposed method

optimally divides the combinations and subjects the pieces to pipelined processing. We

propose a new algorithm that generates any order pattern in combinations that are sorted

in ascending order, and derived the optimal number of divisions theoretically. Experi-

ments have showed that the execution time of the proposed algorithm increases slowly as

n increases because DAPDNA-2 calculates in parallel using pipeline operations. When

n = 30, DAPDNA-2 reduces the execution time by a factor of 40 compared to that needed

by a Pentium 4. These results confirm the feasibility of an optimal application framework

to distribute large volume data.

As an overall conclusion, this dissertation contributes realizing next generation back-

bone network which have the following characteristics: high speed and large capacity,
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scalability, traffic engineering capability, and an application framework for large data dis-

tribution.
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