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SUMMARY

With the increasing number of applications and devices making use of the network,

the demand of high network bandwidth has been increasing sharply in the recent years.

Although the advancement of different device technologies helps satisfying the demand,

it involves a very high investment of equipments by the network service providers. The

method of distributing data can also improve the usage efficiency of available network

resources greatly. Multicast is a technique to deliver data from one point to multiple points

effectively that the same stream of data is not sent more than once on the same path. Data

stream is duplicated at the different branches of the network such that the data stream can

be delivered to multiple destinations. The whole set of paths forms a multicast tree and

this tree enables the efficient data delivery. However there are problems of how to allocate

network resources on different layers of the network, and how to handle the complexity of

the multicast delivery model.

Chapter 1 presents an introduction to the multicast data delivery. I will first introduce

multicast in the Internet Protocol (IP) layer, including the related protocols which realize

multicast data delivery. Next the reliable multicast will be introduced, in which data

have to be delivered correctly to the recipients correctly. Although a large application

area multicast is multimedia data delivery in which some data loss is tolerable, there are

increasing demands for reliability in multicast such as distributed computing. Structure

of the multicast tree for reliable multicast and the data recovery techniques are discussed.

Then multicast tree in the optical network will be introduced in which wavelength division

multiplexing (WDM) technique is employed. In the optical WDM network resources are

being allocated to different sessions. I discuss the issues and limitations on the WDM

network in order to setup a multicast session.

Chapter 2 presents the proposed reliable multicast protocol using local retransmission

and forward error correction (FEC) based on group-aided multicast (GAM) scheme. In
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reliable multicast, feedback and recovery traffic limit the performance and scalability of the

multicast session. In the proposed scheme, the original GAM is being improved by making

use of FEC locally in addition to negative acknowledgement (NACK)/retransmission in its

local-group based recovery. Our scheme produces FEC packets and multicasts the packets

within the scope of a local group in order to correct uncorrelated errors of the local members

in each group of the multicast session, which reduces the need for NACK/retransmission.

By using the proposed scheme, redundancy traffic can be localized in each group within a

multicast session, and the overall recovery traffic can be reduced.

Chapter 3 explains the proposed scheme for multicast routing and wavelength assign-

ment for dynamic multicast sessions in WDM network using minimum ∆. In this scheme

a light-tree for dynamic multicast session for the WDM network is established by choosing

the wavelength that leads to a reduction in blocking probabilities by using a parameter ∆.

∆ is defined as the overall reduction of connectivity of the nodes in the network caused

by a wavelength assignment process when using a particular wavelength, and wavelength

resources to the multicast session are being assigned by choosing ∆ which leads to smallest

reduction in connectivity. Through computer simulation, it is shown that the proposed

scheme has lower blocking probabilities when compared with minimum cost scheme under

the condition that wavelength conversion is not allowed.

Chapter 4 concludes this dissertation with an overall discussion of the multicast data

delivery and techniques discussed throughout the thesis.
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CHAPTER 1

INTRODUCTION

1.1 General introduction

Use of the network has become an inseparable part in every day life and business. The

Internet traffic growth rate has been increasing rapidly in recent years. The consumer

applications and services enabled by the Internet has evolved from traditional low bandwidth

contents such as text and image to bandwidth hungry traffic like voice and video. In term of

the business, they make use of the speed of the network in order to keep the most up-to-date

information to remain competitive. Also with the decreased cost of the network-enabled

mobile devices, the population of Internet users is increasing rapidly. While users in the

developed countries are demanding for more bandwidth intensive contents, in developing

countries there is a huge increase the number of user who have access to the network. For

instance, in Japan the total Internet traffic as estimated by the Ministry of Internal Affairs

and Communications has been increased from around 500Gbps to 4000Gbps, both uplink

and downlink traffic (Figure 1).

In recent years, the mobile devices especially characterized by the recent growth of smart

phone type of devices, are having the processing power of a personal computer just a few

years ago. Compared to a traditional mobile phone few years ago which is capable for voice

call and short message service (SMS), a typical smart phone is equipped a mega-pixel camera

and high resolution screen. Also in contrast to the light contents which are specially written

for mobile device, like pages written with Wireless Application Protocol (WAP) or i-mode,

high bandwidth contents such as full webpages (as seen by normal computer) with which

multimedia contents, are being sent in and out of the mobile devices. These devices are

usually equipped with camera which is capable to take high resolution photos and video,

and users are only required a small amount of operations to upload the mobile contents

online. With the raise of these kinds of device, the mobile operators are offering flat rate
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Figure 1: Total Internet traffic in Japan (source: Ministry of Internal Affairs and Com-
munications, Japan, Feb 2010)

service where users can use virtually unlimited amount of data. Also a recent trend that

mobile devices are no longer limited to only laptops and mobile phones. As of year 2010,

the tablet type devices are gaining popularity. The diversity of the mobile products and

services leads to enormous increase of mobile data traffic.

Figure 2 shows the global consumer traffic growth from 2004 to 2009 which features the

traffic flowing to the ISPs for the consumers. Multicast traffic has the potential to reduce

the overall bandwidth usage of some of the scenarios. For example, when update files for

a popular program become available, it can be distributed into different locations of the

network, or the mirrors, such that people can download it quickly from different mirrors. It

is also important for realizing cloud computing [1] where in cloud computing people do not

aware the real location of where the data are stored, and where the computation is being

done. For some computational intensive operations, it is needed that data are to be sent

and retrieved to different locations of the network in order to distribute the load and utilize

2



 0

 200

 400

 600

 800

 1000

 1200

 1400

2004.11

2005.5

2005.11

2006.5

2006.11

2007.5

2007.11

2008.5

2008.11

2009.5

2009.11

G
bp

s

Year.month

Total Internet traffic in Japan of broadband subscribers, 2004-2009

Total download
Total upload

Figure 2: Total Internet traffic of broadband subscribers in Japan (source: Ministry of
Internal Affairs and Communications, Japan, Feb 2010)

the computational resources.

Video contents are major consumers of the traffic due to the high bandwidth requirement

and increasing popularity featured by the growth of video sharing website, paid video-on-

demand services and real-time broadcasting of video. For video contents of some live events

such as an important soccer match or debate on president election in some countries, many

people consume the same contents at the same time either on their PC or TV set-top boxes.

As the video quality is becoming better in order to satisfy the high-definition TV, larger

bandwidth will be required. This broadcast creates an additional burden to the network

providers.

In client-server model, peer-to-peer model or the broadcast model, when the same con-

tent is demanded by group of people, the transfers involve a source and multiple recipients

in the process. If the transfer to the recipients are to be occurred at the same time, it would

be more network efficient to have the source to send a copy of the data to the network, and

3



let the network to duplicate the copy of the data to the corresponding recipients, where the

recipients can be end-consumer of the content, or the mirror sites which are separated geo-

graphically. This process is called multicast. And in this work some issues in the multicast

are being discussed.

Figure 3 shows the difference among multicast, unicast and broadcast. The network is

represented as nodes and edges as shown. In this scenario data packet is being transferred

from a source node S to destination nodes D1, D2 and D3 as shown in the figure by means of

unicast, broadcast and multicast respectively. In unicast the data packet is being transferred

to D1 and D2 as two separate copies through link S −R1. Thus it can be seen that R1 has

received the same data packet twice in case of unicast. In case of large set of recipients this

can be inefficient as the intermediate node has to handle the same data packet repeatedly.

In broadcast, data packet is being sent by a router to every possible link except the link

where the data packet arrived from. In contrast to unicast, data is being sent only once on

each link of the network. However the nodes which do not want the data or those who has

no nodes want the data in the downstream are going to receive unnecessary data. Because

of the flooding nature of broadcasting, data stream usually only travels for a limited range,

for example, within the same company network.

In multicast, the intermediate nodes are supposed to duplicate and send data only to

relevant downstream nodes to avoid the flooding problem as seen as broadcast. In Figure

3 it can be seen that R1 duplicates the data stream received from S into two copies and

send the data to D1 and D2 respectively. It can be seen that data stream only travels on

the network for exactly once and D1, D2 and D3 can receive the data they want, and other

nodes which have no interest on the data will not get irrelevant transfer.

To realize multicast, it is required that the intermediate nodes setup and remember

the “state” of the multicast in order to duplicate and send data packets to only relevant

downstream nodes. The “states” of the involving hosts and routers connect together and

form a distribution tree. This is referred as a multicast tree, which is a sub-tree on the

network topology which connects the source node to the destination nodes. Intermediate

nodes or routers in the IP network, even they are not the destination nodes, help maintaining

4



the multicast tree and direct the incoming data into one or more downstream nodes, which

can be destination nodes or other intermediate nodes.

Figure 3: Multicast vs unicast vs broadcast

Multicast can be realized on different layers on the network. On the Internet Protocol
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(IP) level (Chapter 1.2) the routers which support multicast protocols can be responsible

for setting up the multicast session such that data can be sent to a specific multicast

address and valid subscribers of this multicast address can receive the data packets. On an

overlay network constructed over peer-to-peer nodes, the underlying network structure is

less relevant. The multicast tree is constructed over the overlay nodes. It is not completely

network efficient in the IP level as it ignores the underlying network structure, but it is

simple to realize as long as the peer-to-peer application supports the signaling such that

the end hosts can distribute the data efficiently. This is referred as the application layer

multicast [2, 3, 4, 5]. On the other hand, lower layer network can also realize multicast.

In wireless ad-hoc network, there is no wire connecting each node and data is being sent a

broadcast manner. Multicast is realized in some wireless ad-hoc network routing protocols

that in general, when a node hears broadcasted “multicast” message from its neighbor, it

determines whether or not it should broadcast according to the current topology of the

ad-hoc network. On the other hand, for backbone network using Wavelength Division

Multiplexing (WDM), signal are carried with optical carrier of different wavelength in the

optical fiber. In the optical node, this optical signal can be split into multiple copies in the

optical domain with splitter. This enables multicast where the same optical signal to be

transmitted from one optical node to multiple nodes.

1.2 IP multicast and reliability

IP multicast refers to delivering IP datagrams to multiple users in a single transmission.

In IP multicast, it is necessary to have multicast capable routers exist in at least some

part of the networks. In general, to enable multicast transmission from a source S, first

a multicast address G is assigned to a session characterized by (S, G). G is the address

which source node sends the data packet to. In order to receive the packet from the sender,

receivers need to subscribe to the corresponding multicast address G via the router that the

receiver is attached to. When a router determines there is at least one host attaching to it

subscribes to the multicast group, it uses protocols like the Protocol Independent Multicast

(PIM) protocol to build the distribution tree which connects all the other multicast capable
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routers.

Multicast tree can be classified into two types in the IP network: “shared tree” and

“source tree”. The shared tree only the group address is important. Any group members

can send data to the multicast address G, and the data packet is being distributed to all

other members in the shared tree. In “shared tree” each branch of the multicast tree can

support sending data packets in both directions. This is suitable for session like a video

conference applications that each participant is sending and receiving data. The other

mode, “source tree” is suitable for the distribution of data to a large number of recipients

where the data are basically sent from a single source. “Shared tree” is usually built with

lowest overall possible cost such that for overall traffic will be minimized, where in “source

tree” the distance from the source of the multicast session is usually minimized.

Unlike a unicast protocols like Transmission Control Protocol (TCP), the members in

the multicast group can join and leave at any time while the multicast transmission still take

place for the other recipients. Therefore the multicast routers need to maintain the multicast

tree according to the active members in the session. When member leaves sometime it’s

necessary for the router to prune the tree if there is no other member downstream, and on

the other hand new branch may have to be added when there is new member joining the

session.

1.2.1 Reliable IP multicast

The Internet relies on the packet-switched network to provide efficiency of data delivery

by allowing packets come from different sources to arrive at different destinations where

packets are switched to effective routing methods. However the packet-switched nature of

the network is not reliable. Packets can be lost due to the following reasons:

• Incorrect routing states caused by route change

• Corrupted signal in the physical medium, such as lossy wireless environment

• Bursty traffic causing the routers running out of buffer for accepting new packets

• Attackers who cause the network to malfunction
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• Large delay on the network that causes the receiver determines data are lost

Some principles and problems in reliable multicast follows will be discussed.

1.2.1.1 Loss Notification

Positive acknowledgement (ACK) is a widely used technique for the sender to learn about

the receiving status of a receiver. In ACK, the receiver reports which packet (or group

of packets) it has received to the sender. The ACK contains the receiving status of the

receiver which is identified by a sequence number. Upon receiving the ACK, the sender can

determine if loss has occurred at the receiver’s side based on the information contained in

the ACK packet, and send out outstanding packets or lost packets to the receiver. ACK

packet is sent by the receiver upon receiving a certain number of packets. Positive ACK has

the advantage that the sender can make sure the receiver has received the packets correctly,

as feedback is provided regularly. The sender and the receiver use round-trip-time (RTT)

as an indicator to estimate when the feedback packet should be arriving. If the feedback

packet is lost in the network, and the sender/receiver has been waiting a long time (relative

to RTT), it will request for the other side to send the packet again to compensate the lost

packet.

However when the same approach is used in the case of multicast, every receiver needs to

report the receiving status to the sender, and the sender has to keep track of all individual

receivers’ statuses, which include information like RTT and received sequence number), and

handles all the feedback traffic. This causes the ACK implosion problem [6], especially when

the group size grows. From Figure 4, even the data are sent by the sender in the form of

multicast, feedback packets are sent by receivers in unicast and individual recover has to

be done in unicast as well.

On the other hand, using NACK (negative acknowledgement) is much more suitable in

reliable multicast. While ACK allows sender to know the receiving status of the receiver,

even if all packets are received correctly, in the case of NACK the receivers are responsible

of detecting loss and explicitly request for retransmission. If data are received correctly,

no NACK will be sent from the receivers (see Figure 5). This has the advantages that the
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Figure 4: ACK implosion in reliable multicast

request is only sent when needed and the sender no longer need to keep track of receivers’

status, but at the same time if the feedback is lost the sender will not be notified and the

burden of keeping reliability will fall onto the receiver side. For multicast session, this is

especially good when the loss rate is low. However, using NACK can only reduce, but not

eliminate the need of feedback traffic when compared with the ACK approach. Especially

when the loss rate is high, the NACK feedback traffic can be very large. Therefore the

implosion problem is not solved by simply using NACK. Also when there is no feedback

from a particular receiver, it is impossible for the sender to determine whether the receiver is

receiving the data perfectly, or the receiver (or link to receiver) is down and cannot produce

any response. Depending on the reliability requirements of the multicast application, NACK

could be inappropriate sometimes.

When sending the NACK, choices between using multicast or unicast have different

impacts on the multicast session. If NACK is sent using multicast, other receivers of the

multicast session could also listen to the NACK and suppress their own NACK, thus avoid
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Figure 5: Using NACK as multicast loss feedback

overwhelming the sender of the multicast network. In this case, the receivers should main-

tain a timer which send out NACK in a probabilistic manner in order to prevent sending

same NACK at the same time of other receivers. If the losses suffered by the receivers

in the multicast sessions are relatively high, sending NACK by multicast can effectively

suppress excess feedback traffic to the sender. On the other hand, when most receivers

suffer from relative small loss, multicasting of NACK as a signal of global packet loss is not

representative. In this case unicast would be more preferable.

Different methods have been proposed to provide reliable multicast service on the net-

work while maintaining the scalability of the multicast session. The follow sub-sections

show some of the important techniques in reliable multicast.

1.2.1.2 Recovery with Resend

When the multicast source receives the ACK/NACK from the receivers, it could send again

the data packet(s) to the receiver. This process is referred as Automatic ReQuest (ARQ).

In a particular instance within a multicast session, there is chance that many receivers fail

to receive a particular packet P, while many other receivers received the packet correctly.

If the sender sends the repair packets by unicast, the bandwidth usage on the sender’s link

will become large when many receivers have lost the packets. If the sender instead sends

repair packets by multicast, in this case those receivers who have correctly received the
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repair packets will receive duplicate packets, and again the bandwidth will be wasted. This

problem is known as the repair locality problem. Thus determining whether using unicast

or multicast for packet resending is difficult. When packets are rarely lost, unicast resending

is naturally a good choice because of its simplicity.

It is important to note that in IP multicast, data delivery path from a particular source

is only in one direction. This means that there will be no return path provided in the IP

multicast mechanism. An explicit ACK tree is needed in order for receivers to send feedback

to the sender. Ideally this return path will be in the opposite direction of the multicast tree,

however because of some limitations like asymmetric link, a different path will be used.

1.2.1.3 Recovery with FEC Packets

Sender can append additional redundancy packets which are served as a proactive approach

for the clients to repair the loss packet themselves. Packet level FEC recovery is originally

designed for time sensitive multicast applications like multimedia streaming. As in the

ARQ approach, at least one round trip time is required for the repair packets to come.

Additional FEC packets from the sender eliminate this round trip time at the expense of

increased bandwidth requirement, and overhead on encoding/decoding FEC packets.

However the FEC approach can also be useful for reliable data multicast. FEC packets

are produced from a block of data packets, and it can be used to recover any loss data

packets in that block. When different receivers lose packets independently, each of them

will observe independent loss. In this case FEC packets can help repair the loss without the

need of prior knowledge of which exact packet the client lost. This means in many cases

feedback from the receivers are not needed. In the case of block erasure codes [7] if (n− k)

FEC packets are produced from k data packets, up to (n − k) packets can be repaired as

the sequence number is known in packet level. If more than (n − k) packets are lost in a

particular block, the block cannot be repaired with the FEC packets alone. Therefore it is

common to use FEC recovery technique with the NACK/resend technique (Hybrid-ARQ)

together to provide reliability.

The FEC repairing approach, however, suffers from varying network conditions, as well
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as heterogeneity of a network. The number of redundancy packets (n − k) per block is

determined from some estimations of network condition, and in general this number should

be close to the average number of loss of a block. However the sudden changes in network

conditions can make the FEC packets insufficient to serve for recovering loss, while in some

parts providing excessive recovery traffic. Also in a large multicast session, receivers on

different parts of the network can have very different long term loss observation. So it is

very difficult for the source to determine the proper redundancy size in advance.

In the past the FEC scheme was not popular because of its computational cost on

encoding/decoding redundancy packets. However with the rapid advancement of CPU

technologies, this cost is becoming less significant.

1.2.1.4 Local recovery

It is not possible to achieve scalability if the sender is the only node who are going to

provide recovery services, whether it is ARQ based or FEC based. In order to be scalable,

the processes including processing of feedback messages and providing repair traffic, should

be off-loaded to other recipients in the network. In a reliable multicast session, designated

receivers are assigned and are responsible for providing local recovery on behalf of the

original sender. Figure 6 gives an illustration of the local recovery which helps to reduce

the loading of the original source. As multicast topology formed a spanning tree on the

network, designated receivers are assigned on the mid-way of the multicast tree from the

sender to the receivers. When receivers detect loss, they simply send request (NACK)

upstream (left-hand side of Figure 6). This request will be captured by the designated

receivers, and these designated receivers will provide local recovery for the receivers, if the

requested data are stored in this designated receivers. However there is a chance that the

designated receivers do not keep the received data packet because of limited memory, or the

designated receivers have not received the data packet from the beginning (right-hand side

of Figure 6). In this case the final receivers of the session will report the loss with NACK

to the designated receiver. If the designated receiver determine that the lost packets are

the same, it can aggregated all the NACKs sent by the receivers and report to the original
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sender for recovery. In this case, the sender needs to process only one NACK request from

the designated receiver and sending out one recovery packet instead of three as shown in the

figure. The designated receivers help in distributing the recovery loading in the multicast

session.

Figure 6: Local recovery

Based on the dynamic nature of a multicast session, the proper assignment of the desig-

nated receivers has been a challenging problems. Also in case of a many-to-many (m-to-m)

multicast session, it will become more difficult for the proper assignment of the intermediate

nodes, as the senders can be located anywhere within a network, and a top-down approach

does not work anymore.

1.2.2 Related Works on Reliable Multicast

1.2.2.1 Reliable Multicast data Distribution Protocol

Reliable Multicast data Distribution Protocol (RMDP) [8] suggests how to use error erasure

code to provide reliable multicast, Suppose a particular resource (e.g. a file) of length L

packets will be sent to the client. The source data are encoded with high redundancy, using

an (n, k) code with n ≫ k, and ideally k = L. With the use of erasure code, as long as any

13



k different packets are received, the receiver can reconstruct the original data from these k

packets. The multicast sender sends packets (original data and redundancy) at a variable

rate, depending on the number of clients connected. Clients on a fast link could keep up

with the transmission rate, and prune themselves from the multicast tree after complete

receiving the necessary packets. However some other clients who are on slower links or

congested link will suffer from packets loss. These clients need to receive more data from

the sender in order to recover the whole resource. If the server finishes transmitting all the

data and redundancy packets and the receivers cannot reconstruct the original data (i.e.

have received less than k packets) because of high loss rate or late joining, these receivers

will initiate a continue request to the server and ask for the data and the redundancy to be

sent again from the beginning. Given a sufficient large n in the erasure code, this continue

request should be rare.

1.2.2.2 Reliable Multicast Transport Protocol II

Reliable Multicast Transport Protocol II (RMTP II) [9], based on previous RMTP, divides

the nodes into clients (senders and receivers) and interior nodes (top node and designated

receivers) for distributing recovery processing on the network. In the clients (senders and

receivers) multicast data distribution through the data channel (the multicast tree) is take

place. On the other hand, reliability control signal is collected and handled in the interior

nodes through the control channel, which is part of the infrastructure and is controlled by

network administrators.

In the reliable multicast session, data are distributed to the designated receivers in

addition to the intended receivers. Tree-based ACK (TRACK) is used by the receivers to

report to the designated receivers about their receiving status. The designated receivers

aggregate the TRACKs and report to the top node of the hierarchy, such that the top node

can make sure that all receivers are alive and receiving the data correctly. In case of data

loss, it will be the responsibility for the designated receivers to provide local data recovery.

Also, optional use of NACK for reporting error, and optional use of FEC recovery from the

sender are supported in this protocol.
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In this scheme, explicit network resources (the top node and designated receivers) have

to be pre-assigned to provide the recovery service. This requires an expected knowledge

of physical distribution of nodes in order to provide best service, and this is in some cases

impractical.

1.2.2.3 Scalable Reliable Multicast

Scalable Reliable Multicast (SRM) [10] suggests way of suppressing NACK traffic, and

is designed for many-to-many reliable multicast scenario. SRM guarantees the eventual

delivery of all the data to other group members, but data packets can be delivered out of

order. This situation is considered to be the minimal requirement in reliable multicast, and

ordering can be reconstructed in the higher level, if needed.

As there are more than one sender in the multicast session (all the participants of the

session can be senders), tree hierarchy cannot be used as a method of aggregation of traffic.

Instead, each receiver keeps packet arrival time T from a particular source as an estimation

to the distance from the source. Whenever loss is detected from that particular sender, the

receiver will wait for a time cT , where c > 1, and multicast a “repair request”. This “repair

request” is propagated along the multicast topology upstream and downstream (relative to

the source). In this case those who are nearer to the source will have a higher chance of

getting the required data, and thus, it can capture the repair request and retransmit the loss

data downstream. On the other hand, those receivers who are further away (downstream)

from the source will have a longer timeout. When they receive the “repair request” from

upstream, they know some nodes on the upstream have lost the packets and therefore wait

for the recovery to be multicast.

1.2.2.4 Group-aided Multicast

In Group-aided Multicast (GAM) [11] a two level hierarchy, which consists of one core group

and number of local groups, is defined for many-to-many reliable multicast. It is observed

that the other schemes, ACK tree (feedback path) assignment comes into two extremes:

and single shared tree as shown in Figure 7(a)(as in SRM) and per-source logical trees as

shown in Figure 7(b)(as in RMTP II). While these two extremes have their own advantages
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and disadvantages, GAM makes use of both of them and found a balance point between

the two.

Figure 7: Shared ACK tree versus per-source ACK tree

Per-source logical trees require all the clients to remember the return path (or upstream

path) to each source in order to keep the shortest path from the receivers to the data source.

If the number of senders grows, receivers will need to maintain a huge table to remember

each source location which in turn limits the scalability of the multicast session. In the
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shared tree approach the receivers only need to remember one tree in the multicast session.

However in this case the it is possible that the route from the receivers to the data source

is far from optimal when compared with per-source approach (see the route from R1 to S1,

R2 to S2 in Figure 7).

In GAM, as shown in Figure 8, nodes which are close to each other will form local group.

In this local group, a shared ACK tree will be used to connect the nodes as they are close to

each other and overhead on routing is considered to be small. In each local group one node

is elected as a core (or statically assigned manually by the network administrator). Cores

from different local groups form one core group. This core group is connected by per-source

ACK trees and therefore optimal routing between groups is possible. To each node, data

source is either within the local group or in the other group which is connected to the core.

Thus routing is kept simple for all local members in the expense on the complexity of the

core nodes, while when compare to the pure per-source ACK tree approach the complexity

is still significantly reduced.

Figure 8: GAM Session

The GAM method employs a two-level simple NACK based scheme. In this scheme
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when loss is detected (a gap in the received sequence number), local member first sends

NACK to the local group root (the core) to see if recovery packet is available. The core

retransmits the copy of the loss packet to each receiver with unicast, if it has correctly

received the required packets. If loss occurs also at the core, the core sends NACK to the

original sender to ask for the repair packet, and after the core has received the repair packet,

the packet is sent to the local group members with multicast. However, if the size of local

group becomes large, the core will suffer from large NACK traffic and will need to send

large number of repair packets to its local group members. This causes NACK implosion

problem to the local group core.

1.3 Multicast in optical domain: light-tree

In this session the nature of the optical network, the principles in realizing multicast in

optical network, the challenges from the limitations of optical network for multicast, and

some related works in multicast routing and wavelength assignment in the WDM networks

will be discussed.

1.3.1 Transition from electrical network to optical network

While IP multicast works on network layer protocol which operates on the topology as

seen by all the hosts and routers on the network, making use of the lower layer network

properties is a key to provide higher quality service for the multicast data transfer. On

the Wavelength Division Multiplexing (WDM) network, the optical multicast can further

improve the use of network resources with its multicast capabilities.

Before the use of optical fiber, the network has been based on copper wires (twisted pair

or coaxial cables) to transmit signal electronically (Figure 9) (a)). Network equipments and

protocols are designed to cope with the electronic signal transferred. For the IP network,

a router process each incoming packet it received from the Media Access Control (MAC)

layer. First a packet is decoded from the physical interface and stored in the input buffer of

the router for processing. When processing a packet, the router read the header information

of the packet, where destination address is included in the header. Then the router moves

the packet to the output queue of corresponding port according to the look-up result of the
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Figure 9: Transition from electronic to optical in routing

routing table. After that the packet is sent on the corresponding MAC layer interface such

that the packet can arrive at the other network node.
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With the introduction of optical fiber, the connections between network nodes are re-

placed by the optical fiber to provide much higher bandwidth (Figure 9) (b)). However, the

mechanism that a data packet is delivered to the MAC layer of the router and being pro-

cessed with the same process as described in the previous paragraph remains unchanged.

This creates another problem of heavy router load as the optical fiber is delivering data

packets in a much higher rate than the conventional copper wire. This requires a large

amount of buffer to store the packet, as well as fast enough processing and routing for

the packets. This technique is widely used in networks like Synchronous Optical Networks

(SONET) and Synchronous Digital Hierarchy (SDH) networks. With this technique, traffic

of gigabit per second is feasible. However the gigabit per second data rate is limited by the

bottleneck caused by the electronic processing but not the fiber itself, which has potential

to carry much higher data rate.

With the advancement of the optical switching technology, it becomes more reasonable

to just setup the optical route in the optical node such that the routing can remain in

the optical domain (Figure 9) (c)). In contrast to the packet routing approach where the

header of the packet is used for routing, in optical network each stream of data is sent on

particular wavelength carrier. This approach is called the Wavelength Division Multiplexing

(WDM). Each stream carried by the optical wavelength channel can carry traffic of very

large bandwidth (100Gbps per channel is available, where 10Gbps and 40Gbps can be

commonly found). The high bandwidth is meeting the increasing demand of high-definition

video and 3D supports for video. While normal Internet usage usually would not reach

this bandwidth, it is possible that different providers can aggregate the traffic into the edge

router such that bandwidth of this large traffic is not uncommon in nowadays Internet usage.

This process is called grooming, where traffic streams of bandwidth less than a wavelength

can share the same wavelength channel for data delivery. With the increasing amount of

traffic with the internet population and contents/services provided on the Internet, a huge

guaranteed bandwidth is always preferable to provide stable service to different parts of the

network.

As an optical node is able to distinguish the wavelength of the light-signal without
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looking at the contents of the packets carried, the signal of a particular wavelength can

be easily routed or directed to the upper layer. Also because when the routing is purely

operated in the optical domain, there is no electronic processing of the optical signal until

the stream arrives at the end point, and the speed will not be limited by the electronic

counterparts of the intermediate nodes of the network. Thus WDM is said to be overcome

the bottleneck exists in the electronic routing components. In WDM routing network,

optical crossconnect (OXC) are used in the optical switch to route the input port to output

port. This will be discussed in further details in next sub-session.

In real-world network, the network resources of different parts are controlled by differ-

ent providers, however in order to provide inter-connection, the providers have to agree

with each other on providing information on the network resource which is open for inter-

connecting. For instance, Internet Exchange Point (IXP) is the entity where different

providers connect different cities in the world. The resource and cost are shared by differ-

ent providers under mutual peering agreement. Therefore while traffic information within

a provider’s autonomous domain is not opened, traffic on the IXP resources are shared by

the participants of the network.

1.3.2 All Optical Multicasting

For one-to-one unicast where stream of data is transferred from one node to another node.

However if the light signal is split into multiple copies to different destinations by passive

optical device. After the splitting the signal is no longer a “path” but a “tree”, or the

light-tree. By using the light-tree approach, multicast can be realized in the optical WDM

network. As the routing and multicasting do not require the signal to convert into the

electronic domain, data transfer to multiple recipients within only the optical domain be-

come possible. The multicast support in optical network is sometime referred as All Optical

Multicasting (AOM). The AOM shares some of the advantages when comparing unicast in

optical domain and electronic domain, namely:

1. Signal transparency: The optical routing is independent of signal type, modulation,

coding, bit rates and underlying protocols used. This independence is referred as
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signal transparency. This allow the optical network to be used by different upper layer

protocols. Also the there is no need for the intermediate optical node to understand

the protocols or decoding as data are not required to be sent to the upper layer, this

means simpler device can be designed.

2. Multicast simplicity: light signal is split by a power splitter in the optical domain,

as compared to the copying operations which occur in the electronic domain. This

has the advantage of fast splitting of signal into different output of an optical node.

Also as only splitting but no electronic copying is required, the node does not need to

store the data stream into a buffer, which saves the huge memory requirements and

processing power of the electronic counterparts.

3. Reduced network layer complexity: As the multicast operation is moved to the optical

layer, routers in the electronic domain do not have to handle the multicast operation.

This reduces the load of the routers in the upper layer. Also in the optical layer the

optical nodes have less need to convert the data into electronic domain for the upper

layer router to conduct the multicast service, and this reduces the workloads of the

OXC.

4. Robustness: The multicast operation in electronic domain which includes store-and-

forward within all the buffer which creates some processing delay. Splitting light signal

in the optical domain using passive device to achieve multicast does not involve the

delay. Therefore small delay would be suffered from the system.

1.3.2.1 Optical switch supporting multicast

To support network multicast, splitter have to be included in the optical switch such that

light-signal from an input port can be split and sent to multiple output ports. Different

structures of an multicast capable switches were proposed. Figure 10 [12] shows an example

of how the multicast capable switch can be designed.

In Figure 10 an optical signal arrived at incoming fiber D with wavelength λb, which is

supposed to be split and direct to two output ports as well as the local drop (upper layer
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Figure 10: Example structure of a multicast capable node

of this optical switch). The first optical switch in the figure first switch the light signal

in to the splitter X. Splitter X splits the signal into three identifcal copies (as well as

amplifying the signal) and these three copies are switched into the second optical switch.

Here the second optical switch directs the three copies into the two corresponding output

ports (and one copy for the local drop). Inside this switch all of the operations are operated

in the optical domain. The optical switch in the figure are controlled by some control signal

to redirect the data stream into appropriate ports in the OXC. Note that in this figure,

another signal coming from port 2 with wavelength λa does not branch in this node. The

first optical switch just direct the signal into the outgoing port, without passing through

the splitter.
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1.3.3 Multicast routing and wavelength assignment

Similar to the packet routing network where the routers exchange routing messages and use

some algorithms to route the packets to the destination through a certain path, in optical

routing, no matter being a light-path or a light-tree, is needed to be found out such that

data can be delivered. However different from the packet switching network, in optical

WDM network the wavelength channels along the light-path/light-tree have to be reserved

by setting up the optical switch, such that the upper layer knows how to encode the data

and inject into the optical network such that the data stream can reach the destinations.

Because a channel is being reserved in optical domain, quality of service (QoS) can be

guaranteed within the light-path/light-tree.

The process of setting up route for a session from a source node to a destination node,

as well as assigning wavelength channel to the session is called “Routing and Wavelength

Assignment”, or RWA in short. If it is a light-tree to be assigned where multiple receivers

are involved, the process is called then Multicast RWA, or MC-RWA in short.

The RWA/MC-RWA can be roughly be further divided into two cases: static session

and dynamic session. A static session refers to reserving wavelength resources forever, while

a dynamic session refers to reserving the wavelength channels for a specific period of time.

As static session will always on the network it would be preferable to setup multiple static

sessions together such that the overall assignment results will be optimized in cost. However,

for dynamic sessions the assignment process should be fast even the cost is not optimal.

The optical network comes with some limitations that have to be considered when

running any RWA/MC-RWA algorithms:

1. Wavelength continuity: In the optical domain, wavelength conversion is difficult be-

cause of the expensive wavelength converter. Some optical switch has a limited num-

ber of wavelength converters while some do not have the wavelength converter inside.

In considering routing, it is more appropriate to consider routing using the same

wavelength along the whole light-path or the whole light-tree. Due to the number

of wavelength conversion allowed, the available wavelength is usually a constraint in
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RWA problems.

2. Connection-based network: As the wavelength resources are being reserved, a new

session will not be always possible to find a light-path/light-tree to the destination(s).

That is, a session request can be rejected if the required wavelength channels are not

available.

3. Signal strength requirement: Transmission of optical signal n fibers suffers from noise

and interference as in other medium. In order for the signal to be decoded correctly,

there is a minimum required signal-to-noise ratio (SNR). The signal strength itself

deteriorate other travelling for a long distance. Also in optical multicast with light-

tree, for example, if a signal is being split into two copies in a branch. Ideally the signal

power is reduced by half, or -3dB in this case. Although passive amplifier can be used

to amplify the light signal, the noise component of the signal is also being amplified.

So a light-tree can have only limited number of branches, which is dependent on the

optical technology. In order to satisfy this constraint, sometime the light-tree will be

sub-optimal in term of network cost due to the limitation from the signal strength

requirement.

4. Computation cost: To search for a light-tree in the optical network, the current con-

dition of a network is modeled as a graph and algorithm of tree searching is being

run on top of the graph. The tree-search algorithm which search for an optimal tree

(minimal Steiner tree) is known to be NP-complete. And this problem becomes more

complicated when different wavelength channels are considered all together to get the

most optimal route as the search has to be repeated for all wavelength channels. It

depends on the different network constraints such as wavelength continuity constraint

for the most optimal route searching method.

5. Full-acceptance criterion: In IP multicast, a source with address s sends data to

a multicast group address G without the need to know the destination nodes as the

routers in between will automatically route the packets to the members who joined the

multicast session when possible. However in setting up a light-tree for multicast, the
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source node and destination nodes are required to be known in advance for resource

allocation. If the light-tree fails to deliver data to at least one member of the session,

this multicast session is usually blocked, that is, no resource will be allocated in

this session. It is possible to setup a multicast tree to accept partial tree, which

some of the member are omitted from the light tree. Depends on the application

requirements, the omitted member can be served by offering light-path/light-tree of

different wavelength channel. But this usually involves either wavelength conversion

in optical domain, which is expensive and consideration becomes complicated, or the

Optical-Electronic-Optical (O-E-O) conversion is necessary which introduce a large

delay.

1.3.4 Formulation of MC-RWA

While there are different requirements to be satisfied in the MC-RWA process, to setup a

light-tree, in general some basic constraints of a WDM network are modeled as layers of

network graph, where each layer represents different wavelength. In [12], the formulation

of the MC-RWA is given as a Mixed Integer Linear Programming (MILP) problem. The

general problem statements are given as below for static multicast sessions, and in this

formulation wavelength of a session can be converted when passing through the optical

node as described in [12]:

1. A physical topology Gp = (V, Ep) consist of a undirected graph in which

V represents the set of network nodes and Ep represents the set of links

connecting the nodes in V . A network node i is assumed to be equipped

with a Dp(j)×Dp(j) multicast wavelength-routing switch (MWRS), where

Dp(j) is called the physical degree of node j equals the number of physical

fiber links emanating out of node j.

2. Number of wavelength channels carried by each fiber = W .

3. A group of k multicast session.

The formulation of the problem is given below:
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• Notations:

– s and d refer to source node and destination node respectively in a

multicast session.

– m and n denote end-points of a physical link that might occur in a

light-tree.

– i is used as an index for multicast session number, where i = 1, 2, . . . , k.

Note that unicast sessions are a special case such that the destination

set size is one.

• Given:

– Number of nodes in the network = N

– Maximum number of wavelengths per fiber = W

– Physical topology Pmn, where Pmn = Pnm = f , where f = 0, 1, 2, . . . is

the number of fiber connecting node m and n and m, n = 1, 2, 3, . . . , N .

When Pmn = Pnm = 0, the node m and node n are not connected.

– Every physical link between nodes m and n is associated with a weight

wmn.

– Capacity of each channel = C

– A group of k multicast sessions Si for i = 1, 2, 3, . . . , k. Each sessions

Si has a source node and a set of destination nodes characterized by

{si, di1 , di2 , . . . }. The size of a session will be denoted as Li which is

the sum of source and destinations nodes in Si.

– Every multicast session is operating at the full capacity, i.e. C.

– Every node is equipped with wavelength converters capable of convert-

ing a wavelength to any other wavelength among W channels.

• Variables:

– A boolean variable M i
mn, which is equal to one if the link between

nodes m and n is occupied by multicast session i or zero otherwise.
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– A boolean variable V i
p , which is equal to one if node p belongs to

multicast session i, otherwise V i
p = 0. A node belongs to a session if it

is either the source or one of the destination nodes or an intermediate

node in the light-tree for the multicast session.

– An integer commodity-flow variable F i
mn. Each session needs one unit

of commodity. That is, Li units of commodity flow out of the source

si for session i. F i
mn is the number of units of commodity flowing on

the link from node m to node n for the session i.

• Optimize:

Minimize :
i=k
∑

i=1

∑

m,n

wmn.M i
mn (1)

This objective functions sum up the cost of each multicast session

• Constraints

– Tree-creation constraints

∀i,∀n 6= si :
∑

m

M i
mn = V i

n (2)

∀i :
∑

m

M i
msi

= 0 (3)

∀i,∀j ∈ Si : V i
j = 1 (4)

∀i,∀m 6= dij , j = 1, . . . , (Li − 1) :
∑

n

M i
mn ≥ V i

m (5)

∀i, m :
∑

n

M i
mn ≤ Dp(m).V i

m (6)

∀m, n :
∑

i

M i
mn ≤ Pmn.W (7)

– Commodity-flow constraints:

∀i,∀m /∈ Si :
∑

n

F i
nm =

∑

n

F i
mn (8)

∀i,∀m = si :
∑

n

F i
sin

= Li − 1 (9)

∀i,∀m = si :
∑

n

F i
nsi

= 0 (10)
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∀i,∀m = dij , j = 1, . . . , (Li − 1) :
∑

n

F i
nm =

∑

n

F i
mn + 1 (11)

∀i, m, n : M i
mn ≤ F i

mn (12)

∀i, m, n : F i
mn ≤ N.M i

mn (13)

– Additional constraint:

∀i, m, n : F i
mn ≤ (Li − 1) (14)

• Explanation of equations: The equations here are to describe a multicast

tree where commodity flow is used to model the multicast session. Equation

(2) ensures that every node that belongs to a multicast session (except the

source) has one incoming edge. Equation (3) states that the source node has

no incoming edge since it is the root of the tree. Equation (4) ensures that

every source node and the destination node of a multicast session belongs to

the tree. Equation (5) ensures that every node except the destination nodes

belonging to the tree has at least one outgoing edge on the tree. Equation

(6) ensures that every node with at least one outgoing edge belongs to

the tree. Equation (7) restricts the number of light-tree segments between

nodes m and n by Pmn.W in either direction.

Equation (8) ensures that intermediate node which is neither source or des-

tination must have its incoming flow and outgoing flow the same. Equation

(9) ensures the outgoing flow of the source equals to the number of recipi-

ents. On the other hand, equation (10) ensures that there is no incoming

flow to the source. Equation (11) states that for destination nodes has its

outgoing flow one less than its incoming flow. Equation (12) and equation

(13) ensures that link occupied by a session has a positive flow or otherwise

no flow. And equation (14) ensures that flow on any link is upper bounded

by the number of destinations.

Figure 11 gives a brief illustration of the commodity flow as described in the equations.

The figure shows a source node s and three destination nodes d1, d2 and d3. For simplicity
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we only consider one session in this figure. In this figure the nodes in gray are the where the

multicast tree (in bold arrows) spans. The numbers on the link show the flow of on the link.

There is an intermediate node I in the figure which does not belong to the multicast session

S. As there are one source and three receivers in this session, Li = 4. From the source there

is no incoming flow (Equation (10)) and outgoing flow is the number of recipients (Equation

(9)). When the flow first arrived at the non-receiver node I, the sum of incoming flow equals

to the sum of outgoing flow (Equation (8)). When the flow arrives at the receivers node d1,

d2 and d3, the sum of outgoing flow is one less than the incoming flows (Equation (11)).

All links spanned by the multicast tree has a positive flow (Equation (12), (13)) and the

maximum flow is bounded by the number of destinations in the session (Equation (14)).

Note that the “flow” here does not mean the bandwidth required by the session but only

represents how many receivers exist downstream.

As stated before there are more constraints which can be introduced by various limitation

of the network (such as wavelength continuity constraint). So depends on the requirements

and limitations, additional constraints or variables can be added to this model when neces-

sary. In [12] the formulation of MC-RWA in which wavelength conversion is not allowed is

also given:

Notations:

• s, d, i, m and n remain the same as the case with wavelength convertor

• c is the index for the wavelength assigned to a multicast session, c =

1, . . . , W

Given:

• The parameters are the same with the case with wavelength convertor,

except that wavelength cannot be converter in the optical nodes

Variables:
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Figure 11: Illustration of commodity flow as used in MC-RWA modelling

• A boolean variable, M ic
mn, which is equal to one if the link between nodes

m and n is occupied by multicast session i on wavelength c, otherwise M ic
mn

= 0

• Definition of V i
p and F i

mn remain the same

• A boolean variable, Ci
c which equal to one if multicast session i is on wave-

length c or otherwise Ci
c = 0.

Optimize:

Minimize :
i=k
∑

i=1

c=W
∑

c=1

∑

m,n

wmn.M ic
mn (15)

Constraints:
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• Tree-creation constraints

∀i,∀n 6= si :
∑

m,c

M ic
mn = V i

n (16)

∀i :
∑

m,c

M ic
msi

= 0 (17)

∀i,∀j ∈ Si : V i
j = 1 (18)

∀i,∀m 6= dij , j = 1, . . . , (Li − 1) :
∑

n,c

M ic
mn ≥ V i

m (19)

∀i, m :
∑

n

M ic
mn ≤ Dp(m).V i

m (20)

∀m, n :
∑

i,c

M ic
mn ≤ Pmn.W (21)

∀m, n, c :
∑

i

M ic
mn ≤ Pmn (22)

• Commodity-flow constraints: The first four constraints are the same as

Equations (8), (9), (10) and (11) respectively. Equations (12) and (13) are

respectively modified as follows:

∀i, m, n : sumcM
ic
mn ≤ F i

mn (23)

∀i, m, n : F i
mn ≤ N.M ic

mn (24)

• Wavelength-related constraints:

∀i :
∑

c

Ci
c = 1 (25)

∀m, n(n > m)∀i, c : M ic
mn + M ic

nm ≤ Ci
c (26)

• Explanations of equations: Equations (22), (25) and (25) are new con-

straints. The other equations serve with the same purpose in the modelling

with the previous model in which wavelength converter is allowed. Equa-

tion (22) restricts number of sessions on the same wavelength between a

node pair by Pmn. Equation (25) ensures a session uses exactly one wave-

length. Equation (25) ensures that no link is occupied by a session on the

wavelength not chosen by it and all the links occupied by a session are on

the same wavelength.

32



1.3.5 Related Works on Multicast Routing and Wavelength Assignment

1.3.5.1 Traffic grooming in light tree

In [13], the authors first presented mathematical formulations for RWA of multiple light-

tree based multicast sessions. They formulated the RWA optimization problem as a mixed

integer linear programs (MILPs), in which the optimal solution of the MILPs represents

the optimal routing and wavelength assignment on the optical layer. Then the authors

further expanded their work for fractional-capacity RWA, which represents grooming of

sub-wavelength traffic. Consideration of constraints on light splitting is also examined as

this process is different from copying and multicast copies of data in the electronic domain

that light splitting is much more limited by the hardware’s capability. Finally the authors

proposed fast heuristics for establishing a set of multicast sessions under different dynamic

scenarios.

In the paper, two kinds of optical network switch which support multicast (i.e. light-

tree) are considered. The first kind is an opaque switch. Incoming optical signal is converted

into electronic signal first. After adding and dropping data to and from this switch, the

electronic signal is converted into optical signal again to its output ports. This kind of

switch is very popular as the electronic cross-connects fabrics are a mature technology.

Also incoming and outgoing signal which pass through this node are not necessary to be

of the same wavelength, as all signals are converted into electronic domain which can be

converted into any wavelength. However the store and forward mechanism of this electronic

switch performs much slower than the fully transparent switch, where operation is carried

on the optical domain.

The transparent switch has built-in optical splitters for separating input signal into

multiple copies. The optical signal, after splitting, will has its power weaken and therefore

amplifiers are required. Wavelength converters are not necessarily present in this kind of

switch, and therefore wavelength continuity constraint should be considered in the MC-RWA

problem modelling. Also splitting degree is also limited in this kind of switch.

The authors also suggested a heuristics approach on solving the MC-RWA problem under

different situations (switches with or without wavelength conversion, grooming allowed or
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not). Given a list of multicast connection requests, sequentially assign wavelength to the

requests using an approximated minimum steiner tree algorithm according to respective

constraints, will allow robust solution for the MC-RWA problem.

In this paper, all the optical switches are assumed to be identical in terms of wavelength

conversion capabilities, fan-out (how many light tree branches can be split), and grooming

capabilities. As optical switches on the backbone network have different capabilities a

further investigation on the heterogeneous network environment is needed. Also in the

heuristic approach suggested, the multicast connection requests are considered sequentially

according to some order (e.g. ascending order of cost of the multicast request). However

as multicast connections are being setup and torn down continuously, consideration of the

dynamic nature is also needed in the MC-RWA problem.

1.3.5.2 Hybrid provisioning of low speed unicast/multicast traffic

In [14], dynamic provisioning of low speed traffic into existing connection is proposed.

In this paper, the authors suggested that the dynamic multicast grooming problem can be

divided into four subproblems (routing, logical topology design, provisioning and grooming).

Established sessions acted as logical topology, and the logical topology is combined with

the physical topology to form a hybrid approach that allows traffic to be groomed in the

same wavelength, which leads to a lower blocking probability when compared with the

conventional MC-RWA approach.

The idea of this paper is that assuming there exists a light-tree which is already setup,

if newer multicast session is targeting to the same set (or subset) of the destination nodes

of the existing session, it can be groomed into the existing session such that minimum

wavelength assignment is needed for the new comer. The existing light-tree is acting as

the logical topology (Hypergraph Logical Topology, HGLT). If a new multicast connection

request of the same source and destination set arrives and there are residual capacity, the

new call is simply groomed into the existing session. If the source is outside the logical

topology but an existing light-tree is found connecting the targeting destinations set, a

light path (physical path) is first setup and connect the requesting source to the original
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light-tree source. This two-hop hybrid connection allows traffic to be groomed to the original

logical topology. Figure 12 shows how a new multicast session B is groomed into an existing

session A, where both of them share the same set of destinations D(AB). First by using

some methods (out-of-band or in-band) the new session B knows there exists a light tree

which is already connected to a set of receivers which session B intends to connect to, and

there is residual bandwidth on this light tree which satisfy the new connection. The new

session will use the existing light tree for its traffic delivery. As the multicast source is

not the same of the original one in this case, a new light path is setup to connect into the

multicast source in session A by using conventional unicast RWA approach. In this case

this physical connection, with the original logical connection (light tree), forms a hybrid

approach for grooming of multicast sessions.

Figure 12: Hybrid approach of grooming into existing light tree

This paper also suggests that unicast traffic can also be groomed into the existing light-

tree. However in this case as some destinations on the multicast tree will receive some

traffic which is not intended to them, multicast traffic is given a higher priority in the
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scheme such that the unintended traffic can be kept at a minimum level. By this way, when

multicast traffic contributes to a certain level of the total network traffic, different multicast

sessions with same destinations set will be able to exploit the under-utilized bandwidth in

the wavelength channel.

In this paper, it is assumed that all the optical switches on the optical layer have full

splitting capabilities. However as the splitting process is limited by the light splitters and

the amplifiers, an out-degree of two or three are quite typical. In additions grooming will not

be success if the new multicast request’s destination set is slightly different from the existing

light tree. Provided a fairly large amount of nodes on the optical layer, the probabilities of

the grooming to fail will increase with the number of nodes, wavelength available, and the

amount of multicast requests.

1.3.5.3 Dynamic multicast traffic grooming in WDM mesh networks

In [15], the authors further expand the idea in [14] that when searching in existing light

trees, even when the destinations set does not match the destinations set of an existing light

tree, but close to, new branches can be added in order to satisfy the new multicast request

such that the new light tree can accommodate both the existing session and the new coming

multicast request. As branch is added to the existing light tree, there is no disturbance of

the existing connection that data are still being delivered to the same destination sets.

New coming multicast request makes use of most of the unused bandwidth in existing light

tree branches and wavelength channel required to be assigned for the new branches can

reduced. However as there are different sets of destination on the same light tree, some

nodes on the optical layer will be receiving unnecessary traffic from the other groomed

multicast sessions. Especially when the correlation between the destinations sets are low,

the mismatch between the multicast sessions will become larger. Figure 13 shows the bulky

tree formed by grooming two sessions. At the beginning there is a light tree formed from

S(a) to three recipients (D(a) or D(ab) in Figure 13), where light branches are split at node

B. As S(B) request to form a new multicast session to its destinations (D(B) or D(AB) in

figure 2). This process forms a new light tree that includes all the destination nodes of both
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sessions (D(A), D(B), D(AB)). In the worst case, with grooming of other multicast sessions

with relative low correlations of destination nodes, it becomes easier for the new coming

sessions to join this light tree, and therefore the more uncorrelated will be the traffic flow

on this light tree. This negative feedback mechanism causes more unmatched light tree for

different multicast session on the optical layer, especially when the number of wavelength

channel increases. Also this bulky multicast tree for large number of branches will cause

management problem of the light tree, especially when the number of groomed sessions is

large.

Figure 13: Bulky tree formed by grooming multicast sessions
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1.3.5.4 Partial virtual light-tree

In [16], instead of the light-tree approach, the authors suggest that partial virtual light tree

(PVLT) or virtual light tree (VLT), which consists number of light paths (and optional light

tree), could minimize the total number of fibers needed to support multicast asymmetric

traffic. The authors also used ILP formulation to prove that the PVLT/VLT approach, as

opposed to the light tree approach, can minimize the number of wavelengths used per fiber.

However in this paper the optical nodes are assumed to have full wavelength conversion

capabilities. While the traditional opaque optical switches (O-E-O switches) are naturally

equipped with such capability, they are operating at a much slower speed compared with

transparent switch where all the routing/splitting is done in the optical domain. Further-

more the authors did not consider the possibility of bandwidth grooming, although which

is not directly correlated to their proposed scheme.

1.3.5.5 Max-first and re-treeing

In [17], instead of minimizing session blocking probability in which a session is blocked if a

multicast session cannot serve at least one user provided the existing network conditions,

the authors suggest a MAX-FIRST algorithm which try to minimizing user blocking prob-

abilities which multicast session will always try to setup to serve maximum number of users

even if some of them is blocked. In this work the authors also suggested that in dynamic

network, re-treeing should be allowed when the network condition is updated. If the algo-

rithm can find another tree which serve a larger number of receivers, re-treeing is done in

order to serve more users.

However this method depends on the requirements of the application. If a set of receivers

can be missed from the multicast session it is allowable to setup partial tree as described

in the paper. However the re-treeing method is to serve another biggest set of receivers,

where existing receivers of the session can be missed out after the re-treeing of the method

if the new tree can serve more users than the existing tree.

38



1.4 Positions of study

The position of the studies included in this thesis is summarized in Table 1 and the rela-

tionship with some conventional methods is shown in Figure 14.

Figure 14: The positions of study on this thesis

Multicast provides an efficient way for data to be delivered from sources to destinations

by letting the network to duplicate the data stream to different destinations. The Internet

itself is a network of heterogeneous networks which include but not limited to wireless

network, Ethernet, synchronous optical network and WDM optical backbone network, .

Each kind of network has its own issues and limitations. When multicast service is to span

across different networks, different challenges come with the property of the network and

requirement of the traffic.

In some networks the recipients of the network suffers from packet loss such as low

quality physical channels in wireless network. A lots of the applications require reliable

data transfer service. Scalability is often the main issue to support multicast with reliability

across different networks because of the recovery traffic needed. It is important to distribute

the recovery loading away from the sender such that ACK/NACK implosion problem can

39



be avoided. Recovery traffic with NACK/resend packet is simple to implement where FEC

recovery method can make use of the multicast nature to reduce overall recovery traffic.

The work in Chapter 2 addresses the issue of localizing recovery traffic in lossy networks

for many-to-many multicast traffic such that overall recovery traffic can be reduced.

For the relatively error-free backbone optical network data can often be delivered accu-

rately. However in order to provide multicast service in a wide area which travel through

the optical WDM backbone network, wavelength resource must be allocated such that data

flow is allowed on the backbone network in order to provide high capacity traffic. The

nature and limitations of the circuit-switched WDM networks create challenges for effective

usage of the WDM network. The conventional methods mostly study the high utilization

when a certain of constraints in WDM optical network. In some older studies wavelength

assignment schemes for unicast which leads to higher utilization have been proposed. The

study in Chapter 3 proposed a parameter for wavelength assignment in multicast which

leads to lower blocking probabilities.
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Table 1: Problems of existing schemes and the contribution of the proposed schemes

Chapter 2

Topic Reliable multicast with local retransmission and FEC
Using Group-aided Multicast Scheme

Problem of exist-
ing research

Existing schemes either do not have a good structure to
distribute the loading across the network, or use simple
retransmission method to recover loss packets. There
are still room for reducing the required recover traffic

Proposed method By grouping the members of the multicast members in
an many-to-many multicast session according to their
loss statistic, the recover action can be bounded into
the local group. With the use of FEC packets to recover
uncorrelated loss of the receivers

Effect of proposed
scheme

The recovery traffic as observed in the proposed scheme
is less than the conventional scheme

Chapter 3

Topic MC-RWA for dynamic multicast sessions in WDM net-
work using minimum ∆

Problem of exist-
ing research

The existing schemes assign wavelength usually with
some simple methods such as in order of wavelength
index or randomly. This could lead to a situation that
the wavelength channels are ineffectively assigned and
causing high blocking probabilities

Proposed method A new parameter ∆ is proposed as an indicator to
choose the wavelength during MC-RWA process. This
∆ is calculated based on the current network states
such that by choosing ∆ with minimal value the block-
ing probabilities can be reduced

Effect of proposed
scheme

The proposed scheme can achieve lower blocking prob-
abilities of dynamic multicast sessions. Also the av-
erage size of these session is observed to be large in
the proposed scheme, which means that higher overall
throughput is achieved in the proposed scheme.
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CHAPTER 2

RELIABLE MULTICAST WITH LOCAL

RETRANSMISSION AND FEC USING GROUP-AIDED

MULTICAST SCHEME

2.1 Introduction

Multicast is a network efficient way of delivering copies of data to multiple specific recipients,

group members, across the public network. Only one copy of the data travels across each

multicast link, and the network duplicates the data to the members as needed. However,

IP multicast does not provide any reliable delivery mechanism. With the evolution of

network based applications, data exchanges between servers and clients, or peer-to-peer,

have become much more frequent. For instance, stock quotes exchange, active news/media

feeding, multi-player online gaming, software patching servers, can make use of reliable

multicast to provide service with more efficient use of network resources. Reliability on the

best-effort IP network can be achieved in two ways: resending same copy of data upon loss

detected, or by using transport layer forward error correcting code (FEC) to recover error.

This is very similar to the FEC used in lower layer, but FEC packet approach is operating

on the packet level instead of bit level. In the case of unicast, like TCP, resending data on

receiver’s demand is a natural choice as it is simple to implement. In unicast it makes no

practical advantage to use transport layer FEC to recover receiver’s error, and this can be

easily implemented on the upper layer if needed.

However, in the case of reliable multicast, use of transport layer FEC can improve the

recovery performance. When compared with the unicast case, multiple recipients suffer

from independent loss. A single FEC packet, however, can recover different errors on

different recipients. If the FEC packets are sent pro-actively, loss can be protected, and

thus, recipients can reproduce the desired data more promptly, as they do not need to wait
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for at least one round-trip-time (RTT) for the process of requesting repair packets. Different

FEC based schemes were proposed mostly on an end-to-end basis [18, 9]. In these schemes

the original sender produces FEC packets, and multicasts to all receivers. The heterogeneity

of the different parts of the network involved in a multicast session is probably the biggest

problem to determine the appropriate parameters for producing the FEC packets (e.g. size

of redundant traffic). When the sender multicasts the redundant traffic to all members of

the multicast session, members who suffer from relatively low packet loss will receive an

excessive amount of FEC packets, while for some receivers who suffer from high packet loss,

FEC packets will fail to protect the loss in many cases.

In reliable multicast careless implementation of a recovery mechanism might cause prob-

lems to both senders and receivers. ACK implosion problem, where many recipients request

resending of a particular copy of data, causes a huge amount of traffic to the sender’s link.

On the other hand, when the sender multicasts repair packet to the group, it causes the

repair locality problem, where receivers who did not suffer from loss receive a duplicated

copy of the same data. These two problems, together with different management problems

associated with the multicast group, limit the scalability of reliable multicast session.

Scalability in a 1-to-many (1-to-m) model can be achieved by hierarchical structure

of the multicast tree [8]. Intermediate routers or designated receivers are responsible for

aggregating ACK/NACK from their child nodes. Thus, the ACK traffic being sent to the

senders will be bounded by the number of immediate child nodes. Also these routers or

designated receivers can provide recovery service locally to their child nodes. In many-to-

many (m-to-m) cases, tree hierarchy becomes difficult as there is more than one sender and

they may be located anywhere on the multicast tree. To solve the m-to-m multicast load

distribution problem, the Scalable Reliable Multicast (SRM) [10] was proposed in which

the nodes lie on a common shared ACK tree (feedback path to senders). Nodes listen

to the “repair request” from the neighbors, provide recovery if data packet is available, or

otherwise suppress their own “repair request”. Later the Group-aided Multicast (GAM) [11]

was proposed and is shown to be effectively providing reliable multicast traffic for m-to-m

multicast scenario by using a two-level hierarchy (which consists of one core group and a
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number of local groups). The two-level hierarchy is formed by per-source ACK trees between

the cores in the core group, and one shared ACK tree within each local group. Per-source

ACK trees in the core group ensure the shortest distance between cores, and shared ACK

tree in the local group ensures the small maintenance cost. In the original GAM scheme,

it is shown that this two-level hierarchy is able to achieve effective recovery in terms of low

recovery latency and lower maintenance overhead for a many-to-many reliable multicast.

Each local group in GAM is effectively regarded as another m-to-m multicast session, in

which the core of the group is responsible for handling all the recovery on behalf of the

data sources outside the local group. However, each local member suffers from uncorrelated

loss on different branches of the multicast tree, and sends NACK to the core for the repair

traffic individually. If the number of members in the local group grows large, the core has

to handle large numbers of NACK packets, as well as resending large numbers of recovery

packets. This causes an implosion problem to the local core.

In this work, I further extend the idea of GAM by using transport layer FEC locally

in addition to NACK/retransmission in order to reduce the feedback and overall recovery

traffic. Provided the current processing power of the network nodes, FEC packets can be

produced as soon as the required data packets are received. By providing FEC recovery

pro-actively, the need of NACK/retransmission for uncorrelated error recovery reduced

at the core of a group. Also using localized FEC recovery within a group allows more

optimized recovery traffic when compared to the sender based FEC, which uses the same

set of FEC parameters across the whole network. Consider the recovery traffic in relation

to group size, heterogeneous loss conditions across the multicast session, and also effect of

under/over sending of FEC packets. Through simulation it is shown that for a group where

uncorrelated losses occur at different hosts, the proposed scheme can reduce the recovery

traffic, especially when the group size is large. Also, optimized recovery traffic is localized

to each group according to the observed loss.

In section 2.2, in order to improve the scalability for reliable multicast, a hybrid local

recovery scheme based on Group-aided Multicast is proposed. In section 2.3 the simulation

analysis is presented in order to show the effectiveness of the proposed scheme. Finally this
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work will be concluded in section 2.4.

2.2 Proposed Scheme

2.2.1 Protocol overview

In the proposed scheme, a hybrid local recovery scheme (retransmission + FEC) is used

with the GAM hierarchy in order to provide a reliable many-to-many multicast service with

a reduced amount of recovery traffic. Packet recovery is achieved first by FEC packets from

the core. Individual local members only send NACK to the core to trigger resending if FEC

fails to recover the packets. The core of each group adjusts the amount of the redundancy

traffic according to the loss rate as observed in the local group, as shown in Figure 15.

In order to produce FEC packets, the core has to make sure that it has received a block

of k data packets in advance. If any loss occurs in the core, it will immediately ask for

retransmission from the original sender. After the core has received the k packets from a

specific sender, it produces additional (n − k) FEC packets based on a linear systematic

code [7]. In systematic code, suppose the original packets are X1, X2 . . . Xk, the generator

matrix G of size k by n will produce a sequence of packets Y1, Y2 . . . Yk, Yk+1 . . . Yn, where

for any i between 1 and k, Xi = Yi. Therefore, the core, which is also a receiver of the

multicast session, needs only to produce and send the additional Yk+1 . . . Yn packets to its

local members. After the FEC packets Yk+1 . . . Yn are produced, the core sends them to

the local members through multicast. When the local members receive the FEC packets,

they try to recover the packet loss with the FEC packets. The systematic code allows local

members to recover lost packets as long as a total of k packets, either original data packets

or redundancy packets, are received.

If any local member judges that the packet loss it has suffered cannot be recovered with

all the other correctly received packets (data and FEC), it will send NACK to the core to

trigger retransmission. Note that the local member will only ask for the data packet but

not the FEC packets. This eliminates the need for the core to store the FEC packet it has

generated.

Feedback (NACK) are sent upstream with ACK-tree, which can be a separate path from
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Figure 15: The proposed scheme: core increases redundancy traffic locally when the loss
rate is high

the multicast tree. Recovery mechanism in the proposed scheme works on the transport

layer, and feedback among the cores are sent with packet switching IP network. For example,

if the packet is to be traveled on the WDM core network, the service provider only has to

make sure there is channel to deliver the packet, but no special supervisory channel should

be needed as the feedbacks should be handled in the upper layer.

With the multicast of FEC packets within the local group, even the local group members

suffer from uncorrelated packet loss and it is possible for them to repair their own different

losses with the same set of FEC packets. In the perspective of the core, one set of FEC

packets to the local members can correct a large number of uncorrelated errors. This greatly

helps decreasing the number of unicast NACK and unicast retransmission.

For core-to-core recovery, it is done by unicast with NACK/retransmission as suggested

in the original group-aided multicast scheme. As each group is formed by nodes sharing

similar loss characteristic (for example, nodes in the same wireless LAN), the FEC packets

could become useful. However for edge nodes across the network (e.g. across the MAN), the
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packet loss characteristics in different parts of the network are relatively uncorrelated. For

example, if the multicast session spans across multiple ISPs, some ISPs may have inadequate

equipments to handle traffic and loss which may occur at that part of the network. In that

case sending FEC packets with multicast does not effectively cover the packet loss, and thus

the NACK/retransmission way will be used for core-core recovery.

An example data exchange scenario in a local group is shown in Figure 16. For sim-

plicity, suppose a systematic code (9,8) is used in this scenario (i.e. one redundancy packet

for every eight data packets), and the delivering and recovering two blocks of data (sixteen

packets) is shown:

• At point (1), a data packet is lost before reaching the core.

• At point (2a), the core detects the loss (sequence number 82) as it finds a gap in the

sequence number. The core will immediately send a NACK request to the multicast

source. At point (2b), the local member detects the same loss. However it will suppress

the NACK request and expect recovery from FEC at a later time.

• At point (3), the data source receives the NACK from the core, and resends the lost

packet.

• At point (4), another data packet is lost within the local group, although it was

delivered to the core.

• At point (5), by receiving the repair packet (sequence number 82) from the data

source, the core multicasts the packet which is lost locally within the local group

(this is the same as the original GAM, as loss at core usually indicates loss at local

members)

• Right before point (6), the core receives all of the required packets (eight packets,

from sequence number 80 to 87). The core produces FEC packet and multicasts to

the local members (in this case, one packet).

• At point (7), by receiving the FEC packet, the local member can recover the loss.
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Figure 16: An example scenario of data exchange in the proposed scheme

In this case, the whole block of packets can be recovered without asking the core for

resending.

• At point (8a) and point (8b), two multicast packets (sequence number 122 and 124)

are lost. The local member does nothing at this moment.
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• At point (9), the FEC packet for the block with sequence number from 120 to 127

arrived at the local member. However in this time the local member cannot recover

the two lost packets from one FEC packet.

• Upon receiving the recovery packet at point (11), the corresponding block can be

reconstructed, and is thus considered to have been correctly received.

2.2.2 Protocol details

In this sub-section, the detailed operation on how to recover packet loss is explained. Data

recovery methods and control messages are discussed. Data recovery involves both the error

correcting and retransmission of lost packets. Control messages which include a loss-query,

loss-reply and redundancy announcement, are also discussed.

2.2.2.1 Data recovery

In the beginning phase of the multicast session, when any node joins the local group, it

will receive control message from the core which contains the systematic code parameters

(n, k). During the multicast session, each local member maintains a receive status bitmap,

which is based on the sequence number for each data source, and is shown in Figure 17.

Figure 17: An example receive status bitmap

For a particular data source (identified by IP address), the receive status bitmap shows

the receive blocks which have not been completely received. Each receive block contains a

start sequence number S and a bitmap of length n (data + redundancy size of the systematic

code). And thus, this receive block is used to show the receive status of data packets with
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sequence number (S, S+1. . . S+k-1), and also FEC packets for the block started with S,

which are generated by the core and will be explained in the next paragraph. Upon receiving

a new packet of sequence number i, the local member should either fill in to the existing

bitmap or create a new receive block, which depends on the current receive status.

The core produces and multicasts FEC packets when it has received all the data packets

for a particular block (S to S+k-1). Each FEC packet contains the start sequence number

S, the redundancy size (n − k) used, and its FEC index. Three parameters are combined

and they uniquely identify a FEC packet. As mentioned in the previous section, the FEC

packets should use a systematic code. This is because data packets are sent from some

senders to the whole multicast session, while the additional FEC packets are sent by the

cores of each group. After the FEC packets are generated, they are then multicasted from

the core to the local group members. As the core is responsible for producing the FEC

packet, whenever it detects a gap in the packets it has received, it should immediately send

NACK to the original data source for recovery packet.

After filling in the bitmap (of data or FEC), the local members should check whether

the receive block is “completed” or not. The “completed” means k or more packets, either

data or FEC, are correctly received. The “completed” receive block will be removed from

the receive status bitmap as this block is considered to be correctly received.

An example of receive status bitmap is shown in Figure 17. Systematic code of (11,8)

is used in this case, in which 8 packets are for data and 3 packets are for FEC. If a packet

from 123.123.123.123 with sequence number 25 arrives, due to it not fitting in any existing

receive blocks, the local member will create a new receive block of start sequence number

24 with the second bit set to 1 (packet of sequence number 24 is considered to be delayed

or lost). On the other hand, when a packet of sequence number 10 arrives (this can be

retransmission or an out of order packet), the local member fills in the 3rd bit of the receive

block of start sequence number 8. In this case the local member finds that six data packets

and two FEC packets are correctly received. As it can reconstruct the two lost data packets

(13 and 15) with the FEC packets, this block is considered to be complete, and will be

removed from the receive bitmap.
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The next question is when should the local members send NACK to the core for retrans-

mission. In this scheme, NACK is sent when there are more than one receive blocks in the

receive status bitmap. Gaps inside a receive block indicate delayed or lost packet. However,

as FEC packets are expected to correct some errors, a NACK request is first suppressed.

When the number of receive blocks grows as more packets are received, all packets of the

previous block have been sent from the data source. At this moment, the local member

expects the core to have received the complete block and produce FEC packets. A timer

starts and NACK request will be sent to the core after this timer expires and the local

member is still not able to recover its error. The timer duration will be set based on some

statistic on the time of previous FEC packets arrival time with respect to packets of the

same receive block (FEC packets with same start sequence number of the receive block).

The timer is needed for the processing time to produce the FEC packet, traveling time

of the packets from the core, and also round trip time between the core and the original

sender, as the core can also suffer from loss. When the timer expires, the local member

picks the lowest sequence number, which it has not received correctly, and sends NACK

with this sequence number. In this case, the core simply retransmits the requested copy

of the packet with unicast. After repair packet arrives, the local member carries out the

bitmap filling procedure and sees if the receive block can be completed. If not, the local

member repeats the same procedure again with the next missing sequence number until the

block can be completed.

2.2.2.2 Control messages

Control messages are exchanged between core and local members to serve for three main

purposes. First, core sends loss query to the local group members to estimate the average

loss in their receive blocks. Then, the local members provide loss report to the core, and

thus the core can decide the proper redundancy size. Finally, the core announces to the

local group if it has decided the redundancy size should be changed.

The core periodically multicasts loss query message to the local members, which includes

a value of block size k which the core is going to generate the FEC packets from. Upon
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receiving of the loss query message, the local members will base on their receive history

and reply an estimated loss value per receive block of size k to the core. This value can be

short-term average packet loss in receive blocks (e.g. the number of data packet loss in last

three receive blocks) such that this loss value can accurately reflect the changing network

conditions.

After gathering the loss reply messages from the local members, the core calculates the

average number of loss of the local members, and compares the result with the redundancy

size (n − k) used currently. In case they are different, the core will announce a new redun-

dancy size to the local members. Then the core and the local members will use the new

redundancy size starting from next receive block. This allows the core to adjust to the most

appropriate redundancy size, when the underlying network conditions have changed (e.g.

newly joined local member or congested router).

The average number of loss for the local members is chosen as the redundancy size.

This is based on the assumption that each packet losses suffered by the local members are

independent to each other, such that number of packet loss in each receive block is a binomial

random variable, parameterized by the data block size k and the perceived drop probability

p. For a binomial random variable, it can be shown that P [loss = l] is maximum at lmax.

This indicates that if the average number of loss is chosen, which is given by kp, as the

redundancy size, a reasonably large number of lost packets that have occurred in the local

members can be recovered. In a more aggressive approach, the average number of loss + 1

can be chosen in order to further protect loss at the local members, as P [Loss = lmax + 1]

has also a relatively high value. Although a further increase of redundancy size can decrease

the number of NACK (and thus the number of retransmission packets), this decrease may

not be worth the increase of FEC packets sent by the core.

In case of degrade of network conditions, the core might receive and increase of NACK

packets as reported from the local members. In this case, the core can update the number

of FEC packets sent according to the updated information from the receivers (which can be

piggybacked in the NACK packet as the information size is supposed to be small). When

the network later recovers from the bad network conditions, the periodic query can detect
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feedback from the receivers such that it is going to reduce the FEC packets sent to fit the

network characteristics.

Regarding a change of redundancy size, there are chances that the core and some local

members are using different redundancy sizes, due to loss of announcement packet from the

core, or out of order data packets to the local members. In this case, the local member will

treat the received FEC packet as an announcement, and increases/decreases the created

receive block’s redundancy size corresponding to the FEC packet, and uses the new FEC

to create a new receive block.

In the operation of the proposed scheme, different control messages carry only a small

amount of information, like the number of FEC packets produced per block, or average

number of loss of the local members. These messages can be included in the header of the

NACK message which local members send to the core, or in the header of the FEC packets

which the core multicasts to the local members. However the proposed scheme does not

limit the implementation of control messages between core and local members.

2.3 Simulation Results

2.3.1 Simulation model

The hybrid scheme and the conventional NACK only GAM are implemented and their

performances are compared using the OMNet++ discrete event simulation system[19]. The

topology used is shown in Figure 18. This topology consists of 12 groups and total of 84

non-core recipients, and all groups are connected by four backbone routers. In this setup,

a many-to-many multicast session is simulated and the recovery traffic on the core link is

observed. Each link in the simulation model represents a logical path, and suffers from

independent loss.

The traffic consists of two types: one type is the global traffic which includes data

(to all recipients), NACK/retransmission (between cores and senders). The other type is

within a local group, which includes local NACK/retransmission (between cores and local

members), FEC data (from core to local members) and control traffic (between core and

local members). However as the control messages carry only small amounts of information,
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the messages is piggybacked into NACK (from local members to core) and FEC packets

(multicasted from core to local members) such that the overhead caused by the control

messages does not need to be considered.

The group size (number of local non-core members) of each group is fixed and ranged

from 3-10 local members, as shown in Table 2. For simplicity only the 12 cores act as senders

in this m-to-m multicast session. The parameters used in the simulation are shown in Table

3. The simulation for the conventional NACK only GAM scheme, and the proposed scheme

with FEC as local recovery are run. It can be observed the recovery traffic sent by the cores

within different groups. Backbone router links (the four routers in the middle) have a loss

rate of 0.01, backbone router to core links have a loss rate of 0.05. and packet loss rate of

core to non-core member links is set to 0.1, 0.2 and 0.3 in different scenarios, which will be

discussed later. It is also assumed that all local members suffer from uncorrelated loss to

each other, in which the uncorrelated loss occurs at the logical links.

In real world scenario wireless communication can suffer from high loss rate as suggested

in the simulation parameters. For instance, in [20, 21] two studies are conducted on exper-

imenting packet loss for video multicast over IEEE 802.11b and IEEE 802.11g network. In

both papers two experiments were conducted. In one experiment the terminals are put in a

variable distance from the access point (10-100 meters) in an outdoor environment, while in

the other is an indoor environment with different obstacles of a typical office environment.

It is found that in IEEE 802.11b network, terminal suffers from PER up to around 30%

when the it is more than 60m from the access point in an outdoor environment, or there

are a few obstacles between the terminal and the access point. For IEEE 802.11g network,

PER of 30% is observed when the terminal is around 30m from the access point outdoor.

The bit error rate (BER) is a lower layer quantity used in lower layer transmission (for

example, wireless LAN or 3G network). The simulation model does not consider the lower

layer quantity. When the error occurs under bad BER condition such that the lower layer

fails to deliver packet to the upper layer, packet error occurs and that is what the proposed

scheme concerns about. However if the BER is not very bad such that the packet can be

reconstructed with lower layer mechanism and transferred properly to the upper layer, the
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protocol does not consider it as a loss condition.

In the simulation, all the links are assumed to have a bandwidth of 100Mbps such that

bandwidth issue is not under consideration in the proposed model. In reliable multicast

session, receivers which always have insufficient bandwidth are excluded from the session.

These receivers should be taken care later using some out-of-band method (e.g. request

required data later through unicast). However, occasional insufficient bandwidth can always

occur, in which case the loss is modeled as burst loss, and the simulation results will be

presented in section 2.3.5.

Figure 18: Network topology in simulation
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Table 2: Group ID and group size (number of local members)

Group ID 1 2 3 4 5 6 7 8 9 10 11 12

Group Size (number of local members) 7 5 6 10 8 3 7 10 8 4 9 8

Table 3: Simulation parameters

Parameters Values

Simulation duration 1 hour (except burst loss model in section
2.3.5)

Data sending frequency Uniform from 0.5s to 1.5s (except burst loss
model in section 2.3.5)

Bandwidth of all links 100Mbps

Receive block size (data) 8 packets

Data packet size 1 kB

Backbone router to backbone router loss rate Random packet drop with probability 0.01

Backbone router to core loss rate Random packet drop with probability 0.05

Core to non-core members loss rate Random packet drop with probability 0.1 to
0.3 (see each sub section), or burst loss (see
section 2.3.5)

FEC code Systematic code

FEC data block size 8 packets

FEC redundancy size variable

Number of under/over sending of FEC pack-
ets per block

-1 to 3 (relative to observed loss)

2.3.2 Relationship between group size and the effectiveness of the proposed
scheme

In this simulation the loss from the core to the local members is set to be constant for all

groups to see the effect of group size and reduction of recovery traffic as compared to the

conventional scheme. In Figure 19, the amounts of repair traffic from different cores are

shown, where the x-axis is arranged from group of lowest group size (group 6) to group of

highest group size (group 8). All the core to non-core member links have a loss rate of 0.1.

When the group size is only 3, it can be seen that the core produces about same amount of

recovery traffic in both the conventional and proposed schemes. However, the increase rate

for repair traffic with the number of members is higher in the conventional scheme. This is
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because in the proposed scheme, local members first suppress sending NACK and wait for

FEC packets to see if they can correct the missing packets using the FEC packets. This

helps in reducing the NACK traffic, and therefore the number of retransmission packets.

Moreover, suppose two data packets are lost and one FEC packet is received in a particular

receive block, the local member only needs to request for one data packet from the core, as

it can correct another missing packet with the received FEC packet.

In the simulation a low packet sending rate is used. Referring to Table 3, data packets are

sent every second on average. Also, in this many-to-many multicast scenario, the 12 cores

are also acting as the senders. As the simulation time is one hour a total of approximate

12 × 60 × 60 = 43200 data packets are sent in this case (approximate because the packets

are not sent at regular interval).

For instance in group 11 (group size: 9), when comparing 43200 packets to the recovery

traffic in both conventional (47,000 packets) and proposed scheme (31,000 packets), they

represent and amount of about 108% (conventional) and 71.7% (proposed) recovery traffic

with respect to the total received data packets in the multicast session. The acceptable

amount of recovery traffic mainly depends on the capability of the core and the bandwidth

of its link, and this depends on the actual network conditions.

2.3.3 Groups with different packet loss rates

In this simulation three groups of the same number of local members are observed to see

how the cores adjust the FEC parameters according to the observed loss within their groups.

Figure 20 shows the repair traffic from different cores, where their local members suffer

from different packets loss rates. It is observed that cores of group 5, 9 and 12 as in Figure

18, where each group has eight local members. The loss rates of the router to non-core links

in group 5, 9, and 12 are set to 0.1, 0.2 and 0.3, respectively, such that it can be observed

within a multicast session how heterogeneous network conditions affect each other. In all

cases the proposed scheme produces less recovery traffic than the conventional scheme.

In the case of 0.3 loss rate on the network links (group 12), it can be seen that a relatively

large amount of FEC packets are sent from the core compared with FEC packets sent by the
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Figure 19: Repair traffic from core (packet loss rate=0.1)

cores of the lower loss groups (group 5 and group 9). This shows that by using a local basis

to produce redundancy traffic, the core can control the appropriate amount of FEC traffic

to send, according to the loss characteristic of the local group. However when comparing

group 5 and group 9 (with 0.1 and 0.2 packet loss rate on the logical links respectively)

the number of FEC packets does not differ by a large amount. Recall that the proposed

scheme determines the number of FEC packets for each block depending on the average loss

observed by the local members. For an 8-packet receive block used in the simulation, a 0.1

packet loss rate means on average 0.8 packets are lost for each block, while a loss rate of 0.2

means an average of 1.6 packets lost for each block. Small fluctuation of this average will

lead to the core to produce one FEC packet per block, instead of two. Although a higher

receive block size can be used to fine-tune for different error rates, the drawback is that it

delays the local members to trigger resending from the core in case of loss.
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Figure 20: Recovery traffic at different packet loss rates (Group size = 8)

2.3.4 Under/over sending of FEC packets from core

In this simulation it is tested if under/over sending FEC packets can further reduce the

recovery traffic. In section 2.2.2.2, the average number of loss is chosen as the redundancy

size n− k (or average number of loss + 1 for more aggressive approach). Next the question

of what would happen if the core under/over sends FEC packets is discussed. Three groups

of different sizes (Group 6: size 3; Group 1: size 7; Group 4: size 10) are observed and the

number of FEC packets sent is adjusted. Let R be the average number of loss as observed

from the feedback of local members, the redundancy size is set from R − 1 to R + 3 and

observe the repair traffic from the core. Figure 21 shows the repair traffic from the three

groups at a loss rate of 20%. It can be seen that the overall repair traffic does not decrease

with the over sending of FEC packets.

From previous simulation setups the increase in number of local members would benefit

from FEC approach, but an aggressive approach does not bring much benefit because the
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FEC traffic increases. Depending on the actual loss rate and number of members in the

local group, choosing R or R + 1 as the redundancy size is good enough to decrease the

overall repair traffic from the core.
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Figure 21: Aggressiveness and repair traffic (packet loss rate=20%)

2.3.5 Bursty traffic loss

In this simulation in order to observe the performance of the proposed scheme under burst

loss conditions, the simulation parameters are adjusted as shown in Table 4. In this setup a

higher data rate is set such that the packet loss occurs in burst. In the setup local members

suffer burst loss with lengths of mean 36 and normal packet reception with lengths of mean

60. This is because as there are 12 senders in the multicast session, each 8-packet data

block 3-packet long burst loss can be observed statistically. Due to the nature of geometric

random variable, burst loss of a wide range is observed during the simulation.

The results of the simulation is shown in Figure 22. When compared with the con-

ventional scheme, the overall recovery traffic can still be reduced in the burst loss scenario.
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Figure 22: Repair traffic from core (burst loss model)

Table 4: Simulation parameters for burst loss scenario

Parameters Values

Simulation duration 50s

Data sending frequency exponential RV with mean 0.05s

Average local members’ burst loss length Geometric RV with mean 36

Average local members’ normal reception length Geometric RV with mean 60

As in section 2.3.2, it is found that the number of FEC packets sent from the core is not

affected by the number of local members in the group. However, differing ratios between

the FEC traffic and resend traffic is observed in the case when loss occurs in burst. In the

simulation, a total of around 12000 data packets are sent from all data sources. Each core

sends out around 1300 FEC packets for error protection. It means that on average less than

one FEC packet is produced for each block, or an average of one packet loss is reported

from local members.

In the proposed implementation the local members report their loss based on the loss
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occurred in the recent data blocks. In the burst loss model the local members fail to receive

data during the burst, thus they cannot detect the loss promptly as no new packets are

received. However, in this state when they calculate their loss, they will use the state

before the burst occurred, for which the loss is probably lower than the actual loss which

the local members suffer. This caused the observed loss lower than the actual situation,

and resulting less FEC packets produced from the core.

2.4 Conclusion

A hybrid local recovery scheme for reliable multicast using both NACK and FEC is pro-

posed, in which redundancy traffic is produced according to each local group’s own perceived

error rate, in order to provide fine-grained control of recovery traffic. Using computer simu-

lations it is shown that the proposed scheme reduces recovery traffic sent by the core when

compared with the conventional NACK only recovery scheme.
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CHAPTER 3

MULTICAST ROUTING AND WAVELENGTH

ASSIGNMENT FOR DYNAMIC MULTICAST SESSIONS

IN WDM NETWORK USING MINIMUM ∆

3.1 Introduction

Wavelength Division Multiplex (WDM) is a technique to transmit multiple independent

data streams by a single fiber. In WDM, each independent data stream is transmitted on

a particular wavelength. Optical routers are configured to switch the traffic streams to

different outputs. These traffic streams are preferred to be switched all the way with the

same wavelength across the edges they are transfered. If the same wavelength for the stream

is not available along the path of the stream, conversion of wavelength is possible, but it

has to be done by a wavelength converter, or the optical signal has to be converted into an

electric signal and re-encoded into optical signal of different wavelength (O-E-O conversion).

However, wavelength converters are still expensive and they are usually not available on

every node of the WDM network. Also O-E-O conversion gives the flexibility of signal

regeneration and wavelength conversion at the cost of large delay during the conversion.

In contrast to multicast routing protocols in the IP network, multicast in the WDM layer

can be done by splitting the incoming signal into multiple copies in the optical switches.

This approach is referred as the light-tree approach [22, 23]. As long as the signal strength

is strong enough, the light stream can be split multiple times such that the stream can be

delivered to multiple clients. This splitting process is very fast compared to the multicast

routing in the electronic domain. It has the advantage of being protocol independent. With

the advancement of optical switch technology and optical fiber, the light-tree approach is

raising research interest in recent years.

There are some previous works suggested for establishing light-tree on WDM network.
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In [22], the MultiCast Routing and Wavelength Assignment (MC-RWA) for static multicast

sessions is modeled as a Mixed Integer Programming (MIP) problem, where sessions occupy

the network forever. Minimization of the objective function of the MIP problem leads to

the minimum cost trees for all of the static multicast sessions. While this is a natural

choice, the minimal Steiner tree is ideal for low cost delivery, the WDM optical network

is connection oriented, and unlike packet-switched network, once wavelength resource is

allocated, other request to the same wavelength resource will be blocked. In [13], the MIP

model formulation with no wavelength converters for static sessions is described. In this

MIP model formulation, if one cannot find a solution for the objective function, it means

that no session can be established under the MIP constraints, and therefore, the request is

blocked.

Sessions, either unicast or multicast, can be static or dynamic. Unlike static sessions,

for dynamic sessions network usages are not known at the very beginning. They request

network resources at a certain point of time. If network resources are allocated to the

dynamic sessions, these resources are occupied for a certain period of time. After a session

has finished using the resources, the resources are released and will be available again for

future sessions. However at the situation that wavelength channels are heavily occupied

such that the resources are not available to satisfy a session request, this request is said to

be “blocked”, and the blocking probability Pb is given in Equation (27):

Pb =
Number of blocked sessions

Total number of sessions requested
(27)

In [16, 24, 25, 26, 27], schemes which utilize wavelength conversion to achieve lower

blocking probabilities are introduced. With the use of wavelength conversion, the constraint

that single wavelength must be used for the whole multicast tree is removed, and therefore

the multicast tree can consist of different wavelengths on different parts of the network.

With the use of wavelength conversion combined with Steiner tree algorithm, one can find

the set of Steiner trees which results in lowest link cost. However, wavelength conversion is

expensive due to wavelength converters and inefficient due to O-E-O conversion in WDM
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network.

For unicast cases, [28] gives a comparison of well-studied approaches where wavelength

conversion is not allowed. In [29, 30] the MAX-SUM method is suggested to maximize the

remaining path capacities after light-path establishment. Later on the Relative Capacity

Loss (RCL) method [31] based on MAX-SUM method is suggested. Both methods attempt

to choose a wavelength on a predefined set of routes, which are prepared before wavelength

assignment, such that the remaining wavelength channels on the network are serving best

for future sessions.

The problem of applying the concept of MAX-SUM/RCL directly to multicast scenario

is that it is impractical to predefine multicast tree candidates for the network. In unicast

scenario for a network with n nodes, the number of combinations of source-destination pair

is n(n − 1). However, for multicast session, an arbitrary source s is chosen, and the subset

of remaining n− 1 nodes can be the receiver nodes. The number of combinations of source-

destination sets is given by n
∑n−1

i=1

(

n−1
i

)

= n(2n−1−1). Because of the large combinations,

defining all possible multicast trees and applying the concept of RCL or MAX-SUM are

impractical.

In this work, using a new parameter ∆ as an indicator in MC-RWA in order to lower the

blocking probabilities of dynamic multicast sessions is proposed, where ∆ is defined as the

sum of decrease in the number of nodes that each node can connect to caused by a particular

wavelength assignment. It is different from the MAX-SUM or RCL that ∆ does not rely

on a pre-defined set of paths of all the source-destination pairs. The number of nodes that

each node can connect to after a certain wavelength assignment directly affects the blocking

probabilities for setting up a multicast session. Given a network condition characterized

not only by the topology, but also the wavelength usage information, searching for a set

of light-trees is focused, where each tree consists of a single wavelength, and choose the

light-tree for dynamic multicast session on the WDM network. The ∆ for each single

wavelength light-tree is calculated and the tree with lowest value of ∆ is chosen such that

blocking probabilities can be reduced. With lower blocking probabilities more sessions

can use the network at the same time. Consider dynamic sessions in some scenarios, like a
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video broadcast of a football match, network resources only need to be reserved for a specific

period of time. The scheme aims to exploit the WDM network capabilities for establishing

light-tree without wavelength conversion. It is shown in the simulation results that the

proposed scheme can achieve lower blocking probabilities at slightly higher tree cost, and

this means more multicast sessions can be setup in the network and thus higher utilization

of the network.

3.2 Proposed Scheme

In this section the use of proposed parameter ∆ in MC-RWA for reducing blocking proba-

bilities for dynamic multicast sessions at the cost of slightly higher tree cost is described. ∆

takes minimum cost trees at different wavelength as parameters, and it reflects sum of “loss

of connectivity” of all the nodes in a network caused by a particular wavelength assignment.

∆ acts as an indicator of impact to future dynamic sessions by choosing a light-tree at par-

ticular wavelength. It can be calculated with the current wavelength usage information.

In the proposed scheme, light-tree is chosen based on values of ∆ of different wavelengths.

First the problem being dealt with is defined, and then the operation of proposed scheme

and the reason why it is expected to reduce blocking probabilities for dynamic multicast

sessions are explained.

3.2.1 Multicast tree searching for dynamic multicast session

During operation of the WDM network, the network topology G(V, E), where G(V, E) is a

directed graph containing a set of nodes V , and E is the set of edges connecting the nodes

in V . Each link in E contains W channels, the wavelength channels are being assigned and

released based on the multicast sessions. A dynamic multicast session i is characterized

by S(si, Di, tstart(i), tend(i)) where si represents the source node, Di represents the set of

destination nodes, tstart(i) and tend(i) represent the start time of the session and end time

of the session, respectively, and si ∈ V , si /∈ Di and Di ⊂ V .

Let the wavelength resource usage information from node m to node n on wavelength λ at

time t be U(m, n, λ, t), where m, n ∈ V and λ ∈ 1, 2, ..., W . At time t, U(m, n, λ, t) = 1 if the

wavelength channel from m to n on wavelength λ is occupied or U(m, n, λ, t) = 0 otherwise.
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For multicast session S(si, Di, tstart(i), tend(i)), it is aimed to find out the multicast tree Ti(λ)

(the set of wavelength channels on the wavelength λ) and the wavelength assignment given

U(m, n, λ, tstart(i) − 1), where tstart(i) − 1 is one time unit before tstart(i). Ti(λ) can only

be assigned on available wavelength channel. Assume the network has no knowledge about

other future sessions. Let M(m, n, i, λ, t) be the wavelength channel usage of multicast

session i of the edge connecting from node m to node n on wavelength λ at time t. If the

dynamic multicast session i uses the wavelength channel of edge (m, n) on wavelength λ ,

M(m, n, i, λ, t) equals 1 when tstart(i) ≤ t < tend(i), or otherwise 0. During the wavelength

assignment for dynamic multicast session, a constraint as in Equation (28) exists, which

means that wavelength resource must be assigned to an empty channel:

M(m, n, i, λ, tstart(i)) + U(m, n, λ, tstart(i) − 1) ≤ 1 (28)

Other than this constraint, the other constraints of searching for a multicast tree are the

same as the static multicast sessions scenario [13]. As wavelength conversion is not allowed,

the MIP problem can search the light-tree independently for each wavelength. After this

step, a set of light-trees Ti of different wavelengths which is found based on the wavelength

utilization conditions and the requesting session information. If the set of light-trees Ti is

an empty set, it means that under the network conditions there is no wavelength channel

which satisfies the requesting multicast session i, and therefore, this multicast session will

be “blocked”. The definition of blocking probability Pb for multicast scenario is the same

as unicast scenario, and is given in Equation (27).

3.2.2 Minimum ∆ routing wavelength assignment scheme

Given the wavelength channel usage condition, a node can reach to a number of other nodes

with wavelength λ. Let Rbefore(n, λ, t) be the set of nodes which node n can reach using

wavelength λ at time t, and Rafter(n, λ, t, Ti(λ)) be the set of nodes which node n can

reach after wavelength assignment on wavelength λ using the tree Ti(λ). It should be note

that Rbefore(n, λ, t) and Rafter(n, λ, t, Ti(λ)) only depend on the network conditions at time

t, but not any pre-defined paths set as MAX-SUM or RCL do. Define d(n, λ, t, Ti(λ)) in
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Equation (29), which represents the decrease of number of nodes which node n can reach

using wavelength λ if the multicast tree Ti(λ) is assigned for multicast session i:

d(n, λ, t, Ti(λ)) =|Rbefore(n, λ, t)|

− |Rafter(n, λ, t, T (λ))|

(29)

In the conventional schemes, the main objective is to minimize the cost of the multicast

tree. Therefore the wavelength is chosen such that the paths which the multicast tree spans

sum up with the minimal cost. In the proposed scheme it is aimed to reduce the blocking

probability for future multicast sessions. Therefore for all the nodes, if a tree that sum of the

d(n, λ, t, Ti(λ)) for all nodes is minimum is chosen, then the lower blocking probabilities can

be expected as overall the nodes are expected to reach the highest number of other nodes

among the selection of wavelength. This is because d(n, λ, t, Ti(λ)) is defined as the decrease

in number of nodes that a node can connect to, and minimal total value of d(n, λ, t, Ti(λ))

of all the nodes means nodes on the network remain connecting to a maximal number of

nodes. Thus the objective is to choose the value of λ such that (30) is minimum. If there

are multiple λ such that (30) achieves the minimum value, λ is chosen such that the tree

cost is minimum.

∆(λ, t, Ti(λ)) =
∑

∀n∈V

d(n, λ, t, Ti(λ)) (30)

While the proposed scheme and MAX-SUM are in nature having the same objective to

assign wavelength such that the other sessions follow are more likely to have wavelength

channel assigned to them, the evaluations of the path capacity loss as in MAX-SUM and

the ∆ in the proposed scheme are different. Consider the two example assignment scenarios

in Figure 23, the arrows show the available channels of a particular wavelength. The arrows

in dash-line ((6→7) in (a) and (0→1) in (b)) show two independent cases of wavelength

assignment for a session. The differences on how the MAX-SUM method and the minimum

∆ evaluate the network state are compared in these two scenarios.
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In MAX-SUM method, the path capacity loss depends on the pre-defined set of paths

P. According to the work of the MAX-SUM method in [30], P can contain all the possible

paths of every source-destination pair. Consider the path capacity loss for the node 0 for

the wavelength assignments (a) and (b) in Figure 23. In assignment (a), there are total of

5 possible paths from node 0 to node 7, namely (0→1→6→7), (0→2→6→7), (0→3→6→7),

(0→4→6→7) and (0→5→6→7). Since P refers to the set of all possible paths of every

source-destination pair, these 5 paths are inside set P. After assignment of scenario (a)

where (6→7) is reserved, all these 5 paths are affected by this assignment, so the path loss

is 5 here for the pair (0,7) for scenario (a). There is also a path loss of 1 for each source-

destination pair in (1,7), (2,7), (3,7), (4,7), (5,7) and (6,7). This is because there is only

one path from source node 1-6 to destination node 7, and all these paths are affected by

the assignment of link (6→7). So the total path loss of all source-destination pairs will be

11 by assigning the link (6→7) as in scenario (a).

Similarly in scenario (b), (0→1) is to be assigned to a session. Consider all source-

destination pairs, it can be easily seen that the only source-destination pairs (0,1), (0,6)

and (0,7) will be affected by assigning (0→1) to a session. The three affected paths (0→1),

(0→1→6) and (0→1→6→7) cause the total path capacity loss to be 3 in scenario (b).

In the scheme,∆ is calculated by the searching the reachable nodes set before and after

the wavelength assignment. In Figure 23, consider the reachable nodes of all the nodes

before and after the assignments. In (a) all the nodes 0-6 cannot reach node 7, thus the ∆

is 7 in this case. In (b) only node 1 becomes unreachable by node 0, and therefore the ∆ is

1 in (b).

The advantage of the minimum ∆ method over MAX-SUM method is that minimum ∆

method is designed for dynamic multicast session. The path capacity loss as described in the

MAX-SUM method is less accurate to describe the feasibility of setting up multicast sessions,

especially when the predefined path set is a sub-set of the all possible source-destination

paths. The minimum ∆ simply searches the network for reachable destinations of each

source which does not depend on predefined parameters and shows directly how possible

each source is to reach destinations. For example in the scenarios as shown in Figure 23,
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Figure 23: Two example assignment scenarios on a particular wavelength channel

assume all nodes are equally probable to be chosen as a source node or as a destination

node, the blocking probabilities can be seen to be 7 times higher in (a) compared to (b) as

in (a) any session with source node 0-6 with node 7 included in destination nodes will be

blocked, compared to in (b) only the session with source node 0 with node 1 included in

destination nodes will be blocked. And this agrees with the values of ∆ (7 in scenario (a)

and 1 in scenario (b)) in terms of impact when compared to the path capacity loss (11 in

scenario (a) and 3 in scenario (b)).

3.2.3 Example of wavelength assignment

Figure 24 shows the available wavelength channel of two different wavelengths λ1 and λ2

at a certain instance. A multicast session with source at node 1 and destinations of node

5 and node 6 is requesting wavelength resource from the network. First multicast trees of

different λ are found from the network using MIP, and let both the multicast trees found be

T (λ1) and T (λ2) be the two links (1,5) and (1,6) as shown in Figure 24 for λ1 and λ2. It is

easy to see that the value of |Rbefore(n, λ, t)| and |Rafter(n, λ, t, T (λ))| for all nodes remains

the same except for node 1 in the network by taking away the links (1,5) and (1,6) for

both λ = λ1 or λ2. So consider only the value of |Rbefore(1, λ1, t)| and |Rbefore(1, λ2, t)|

for λ = λ1 and λ2. Before assignment it can be seen that both |Rbefore(1, λ1, t)| and

|Rbefore(1, λ2, t)| have a value of 5 as node 1 can connect to all other nodes in the net-

work using either λ1 and λ2. However it can seen that if links (1,5) and (1,6) are assigned
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on λ1, |Rafter(1, λ1, t, T (λ1))| becomes 0 as there are no channel comes from node 1 on λ1.

On the other hand, if the multicast tree is assigned on λ2 the value of |Rafter(1, λ2, t, T (λ2))|

still has a value of 3. Thus by the proposed scheme λ2 for the multicast session is assigned,

as by this assignment the network only loses connectivity to 2 nodes instead of 5 if λ1 is

used.

Figure 24: Example scenario
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3.2.4 Computational complexity

In the proposed scheme routing and wavelength assignment are performed separately. Rout-

ing is performed on each wavelength independently for each wavelength based on the Steiner

tree algorithm using MIP. Thus the set of trees T found from the MIP are minimum cost

single-wavelength trees. Given this set of trees, the ∆ values are compared and the wave-

length such that Equation (30) is minimized is assigned. Compared with the conventional

scheme, it involves an additional process of searching for the values of ∆. The value of ∆

can be found by a standard node searching algorithm. For example, standard Breadth-First

Search (BFS) is known to have a computational complexity of O(|V | + |E|), where |V |,|E|

are the number of nodes and number of edges of the network, respectively. This process

has to be repeated for each node and for each wavelength channels, and thus, the computa-

tional complexity is bounded to O(W |V |(|V |+ |E|)), where W is the number of wavelength

channels in the fiber. Note that this is the worst case scenario since when searching for

the connectivity of all nodes, information can be shared and lots of the searching steps are

saved. The Steiner tree algorithm used to search the multicast tree is known to be NP-

complete, thus it would not be causing scalability problem although the proposed method

increases computational complexity.

3.3 Simulation Analysis

The proposed scheme with a generic scheme that chooses minimal Steiner tree for each

wavelength assignment are compared. The OMNet++ [19] simulator is used to simulate

the network. The conventional scheme is called “minCost” and the proposed scheme is

called “min∆”. The topology used is shown in Figure 25. The numbers on the edges

indicate the edge cost in the figure. The simulation parameters are given in Table 5. The

simulation scenario is as follows: At the beginning there is no multicast sessions established

on the network. Therefore all the wavelength channels of all the links are available for

assignment. Next different dynamic sessions start requesting for wavelength resource at

random time to establish the session, except for Section 3.3.6 where static sessions are

assigned in the beginning. Assume the multicast session request is sent to the control plane
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early enough such that it allows the control plane to finish the MC-RWA process before

the session starting time. For these sessions each node is equally probable to be the source

node, and receivers set of random size (under uniform distribution), which is formed by any

nodes other than the source node. The dynamic sessions also specify clearly the end time

of the sessions. When a successful dynamic session finishes using the wavelength channel

(“end time” is reached), the wavelength channels it used are released and will be available

to be used by future sessions.

Table 5: Simulation parameters

Parameters Values

Network topology NSFNET (Figure 25) , 15 nodes total

Number of static sessions 0 (except Section 3.3.6)

Arrival interval of dynamic sessions on each
node

Erlang distribution, mean 3600s

Duration of each dynamic session (except Sec-
tion 3.3.5)

Exponential distribution, mean 900s-18000s

Duration of each dynamic session (Section
3.3.5)

Exponential distribution, mean 9000s (8
wavelength case), 18000s (16 wavelength case)

Offered traffic from each node (except Section
3.3.5)

0.25 - 5.00 Erlang

Offered traffic from each node (3.3.5) 2.5 Erlang (8 wavelength case), 5 Erlang (16
wavelength case)

Size of receiver nodes set of multicast session Uniform distributed from 1 to 14

Number of wavelength per fiber 8,16

Number of fiber per edge 1

When a multicast session requests for wavelength channels, both minCost and min∆

first search for the light-tree (routing) using MIP for each wavelength, and the cost of the

light-tree if the light-tree is found. The minCost method can immediately determine the

wavelength of the light-tree to be assigned to the session by choosing the tree with lowest

cost, but the min∆ method searches for the wavelength with the lowest value of ∆. If

the MC-RWA process succeeds, wavelength channels on the networks are being assigned

to the sessions. As time advances, wavelength channels are being occupied by different

sessions, and there is possibility that new coming session might fail to get wavelength

resources assigned under the wavelength channel condition. It is recorded as “blocked” and
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no wavelength channel will be assigned. The blocking probability which is calculated using

Equation (27) is compared.

Figure 25: Topology used in simulation

During the process of MC-RWA for a particular multicast session in both minCost

scheme and min∆ scheme, the network has no knowledge about the future request. Thus

the network has to determine the route and the wavelength for the multicast session based

on the current network conditions, i.e. the current wavelength usage of the network. It is

assumed the network control plane has global knowledge of wavelength channel usages.

3.3.1 Blocking probabilities

Figure 26 shows the blocking probabilities of the proposed scheme and the minCost scheme.

For both schemes, the offered load per node on the network is varied. The traffic load is

measured in Erlang, which is given by the product of average request arrival interval and

the requested session duration (see Table 5). The larger traffic load leads to higher blocking

probability. When compared the min∆ scheme with minCost scheme, it can be seen from

the results that the proposed scheme achieves lower blocking probabilities. During the

process of multicast tree searching, both minCost and min∆ search for the minimal Steiner
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tree across the available wavelength. When a set of trees is found, the minCost scheme

picks up the tree from the set which has the lowest cost. d(n, λ, t, Ti(λ)) for a particular

node n for a wavelength assignment represents the loss of connectivity of node n to a set of

other nodes by the assignment. When there are multiple wavelengths available to choose, in

the proposed scheme the wavelength is chosen such that the sum of d(n, λ, t, Ti(λ)) values

for all nodes is minimum. In the other words, overall loss of connectivity for all nodes is

minimum, and this favors the chance of successful future multicast sessions establishment.

Therefore, the proposed scheme can decrease the blocking probabilities compared with the

conventional scheme.
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Figure 26: Blocking probabilities vs offered load per node

3.3.2 Variation of wavelength

Refer to Figure 26 again, the blocking probabilities is compared when the available network

resource changes. For instance blocking probabilities is compared when number of wave-

length = 8 with offered load per node = 1.5, and the case when number of wavelength =
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16 with offered load per node = 3. When the network resource and offered load are both

doubled at the same time, both minCost and min∆ schemes achieve lower blocking proba-

bilities (minCost: 0.25 → 0.21, min∆: 0.24 → 0.18). The decrease in blocking probabilities

in both scheme can be explained by the fact that more wavelength channels are offered by

the diversity of unused wavelength channels. In the min∆ scheme the decrease of blocking

probabilities is larger than the minCost scheme. As in the proposed scheme wavelength

with reducing blocking probabilities is chosen as the main criteria, diversity of wavelength

channels naturally improves the performance of the proposed scheme.

3.3.3 Receivers set size of successful multicast sessions

Figure 27 shows the receivers set size of multicast sessions which are successfully established.

When the offered traffic is low and there are nearly no blocking for the sessions, it can be

seen that the average receivers set size of the multicast sessions is 7.5. This agrees with

the simulation parameters as shown in Table 5 that as the requested session’s receivers set

size is uniformly distributed from 1-14, the average size of the sessions should be 7.5 when

no blocking occurs. When the traffic load from each node increases, the average receivers

set size of the multicast sessions decreases for both min∆ and minCost scheme. This is

because the more the wavelength channels are utilized, the more difficult for sessions with

large receivers set size to be established. However in the proposed scheme, it can seen

that a slightly higher average receivers set size can be achieved in the min∆ scheme. This

is because the min∆ scheme focuses on the loss of connectivity, which is measured by

decrease in number of nodes that the nodes in the network can connect to. ∆(λ, t, Ti(λ)) in

equation (30) reflects the summary of the loss of connectivity, and thus the min∆ scheme

has advantage on the receivers set size. Consider that the min∆ scheme has a lower blocking

probabilities, this means that the min∆ scheme allows higher throughput than the minCost

scheme as more sessions can be established and on average more receivers can be served by

each session.
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Figure 27: Average receivers set size vs offered load per node

3.3.4 Tree cost

Figure 28 shows the tree cost of the proposed scheme and the minCost scheme. In Section

3.3.1 it was mentioned that the proposed scheme does not choose the tree with minimum

cost. Therefore, the proposed scheme will lead to a higher cost compared with the conven-

tional scheme as shown in Figure 28 when the network load is not too heavy. It can be

seen that both minCost and min∆ have their average costs decreased slightly when more

sessions are put in the simulation (the network is more overloaded). This is because when

network is heavily utilized, sessions with small receivers set size are more probable to be

established. They tend to span smaller amount of links, and thus, the average cost becomes

lower. Our scheme in general has a higher cost than the minCost scheme as expected. In

Section 3.3.1 it is shown that the proposed scheme has a lower blocking probability. In

order word, the proposed scheme is able to establish more sessions under the same load.

The additional sessions are expected to be smaller when the network is congested, and these
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increased small sessions contributes to the lower average cost in the proposed scheme under

the heavy load.
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Figure 28: Average tree cost vs offered load per node

3.3.5 Mixing with unicast sessions

In this sub-section a case that unicast traffic streams coexist with the multicast traffic

streams in the network is presented. In contrast to Section 3.3.1, the offered traffic per

node is fixed to 2.5 and 5 Erlang respectively for the network with 8 and 16 wavelength

channels in their edges so that the offered load to the network are in proportion. The

ratio of unicast sessions to the multicast sessions is varied to see how both the conventional

scheme and proposed scheme perform. The shortest path algorithm is used for routing of the

unicast sessions on each available wavelength, and assign the wavelength by using minCost

and min∆ as in the previous simulation analysis. That is, unicast is viewed as a special case

of multicast, where the number of destination nodes is one, in the wavelength assignment

process. The ratio of unicast sessions is varied from 0% to 100% in the simulation.
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The results are shown in Figure 29. As unicast sessions only need to establish a path

from the source to the destination instead of a tree in the case of multicast, unicast sessions

consume less wavelength resources than multicast sessions, thus the blocking probabilities

decrease with the increase of percentage of unicast sessions in both schemes. When the

number of wavelength channels of each edge is set to 8, it can be seen that a small reduction

of the blocking probabilities with the min∆ scheme compared with the minCost scheme.

However if the number of wavelength is 16, a larger reduction of the blocking probabilities

by using the proposed scheme is observed. This can be explained by the similar argument

in Section 3.3.2 that larger number of wavelength provides better diversity for the scheme

to choose. As the proposed scheme is designed with the consideration of least reduction of

connectivity of all the nodes, wavelength assignment for unicast sessions using the proposed

scheme can also lead to lower blocking probabilities of the requesting sessions.
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3.3.6 Mixing with static sessions

Static sessions occupy the network resources all the time and never release wavelength

channels like dynamic sessions do. Because of the permanent occupation of the network

resources, network cost is put at the first priority when conducting MC-RWA for static

sessions. On the other hand, the proposed scheme is designed with the consideration on

the overall connectivity loss caused by dynamic sessions, and the aim is to reduce blocking

probabilities. So the effect when the static sessions coexist with the dynamic sessions is

studied. The simulation for two cases are run that each edge on the network has 8 or 16

wavelength channels. For the 8-wavelength case each node in (1,3,5,7,9,11,13) establishes

one static session, or a total of 7 static sessions always occupy the network. For the 16-

wavelength case each node in the network establishes one static session, or a total of 15

static sessions are assigned. These static sessions are assigned using the minCost approach,

where the sessions’ destinations are random. Min∆ approach cannot be used here because

all the static sessions are considered altogether to achieve lower overall cost [13]. Then

similar to Section 3.3.1, dynamic multicast sessions request and release network resources

at different time, and the blocking probabilities are observed.

Figure 30 shows the simulation results of the blocking probabilities of the dynamic

sessions. With the presence of cost-optimized static sessions, the proposed scheme can

still achieve a lower blocking probabilities than the minCost scheme. With the presence

of static sessions, the wavelength channels are permanently occupied and some links are

more congested because of their lower cost. Similar to pure dynamic cases as described

in 3.3.1, the proposed scheme chooses the wavelength channel which leads to overall least

connectivity loss and thus gives better chance for future session to be established. And

therefore the proposed scheme achieve better blocking probabilities even with the presence

of static sessions. The results is less obvious for the case that there are only 8 wavelength

channels of which 7 nodes establish multicast sessions. This is because the network is

already occupied by the static sessions and choices of available wavelength channels are

very limited. Therefore this leads to the improvement on blocking probabilities to be very

limited.
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Figure 30: Blocking probabilities of dynamic sessions when mixing with static sessions

3.4 Conclusion

A scheme of MC-RWA to establish light-tree for dynamic multicast session for the WDM

network by using the newly defined parameter ∆ to choose the wavelength has been pro-

posed to reduce blocking probabilities. As ∆ reflects the overall connectivity loss of the

network nodes, choosing the wavelength where ∆ is minimum can lead to a higher chance

of connection establishment in the future. The simulation results show that higher number

of multicast sessions can be achieved with proper wavelength channel assignment with the

tradeoff of increasing network cost for the sessions.
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CHAPTER 4

CONCLUSION

In this dissertation multicast in both IP network and also optical WDM network were

studied.

Chapter 1 presented an introduction to the multicast data delivery. Multicast in the IP

layer was introduced, including the related protocols which realize multicast data delivery.

Next the reliable multicast was introduced, in which data has to be delivered correctly to the

recipients correctly. Although a large application area multicast is multimedia data delivery

in which some data loss is tolerable, there are increasing demands for reliability in multicast

such as distributed computing. Structure of the multicast tree for reliable multicast and the

data recovery techniques were discussed. Then multicast tree in the optical network was

introduced in which WDM technique is employed. In the optical WDM network resources

are being allocated to different sessions. The issues and limitations on the WDM network

in order to setup a multicast session was discussed.

Chapter 2 presented the proposed reliable multicast protocol using local retranmission

and FEC based on group-aided multicast scheme. In reliable multicast, feedback and recov-

ery traffic limit the performance and scalability of the multicast session. In the proposed

scheme, the original GAM was improved by making use of FEC locally in addition to

NACK/ retransmission in its local-group based recovery. The proposed scheme produces

FEC packets and multicasts the packets within the scope of a local group in order to cor-

rect uncorrelated errors of the local members in each group of the multicast session, which

reduces the need for NACK/retransmission. By using the proposed scheme, redundancy

traffic can be localized in each group within a multicast session, and the overall recovery

traffic can be reduced. In this chapter recovery mechanism can be used in the local network.

It is also important to effectively utilize the core network in order for multicast to be

realized in a wide area. Chapter 3 explained the proposed scheme for multicast routing and
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wavelength assignment for dynamic multicast sessions in WDM network using minimum ∆.

In this scheme a light-tree for dynamic multicast session for the WDM network is established

by choosing the wavelength that leads to a reduction in blocking probabilities by using a

parameter ∆. ∆ is defined as the overall reduction of connectivity of the nodes in the

network caused by a wavelength assignment process when using a particular wavelength,

and wavelength resources to the multicast session are assigned by choosing the ∆ which

leads to smallest reduction in connectivity. Through computer simulation, it was shown

that the proposed scheme has lower blocking probabilities when compared with minimum

cost scheme under the condition that wavelength conversion is not allowed.

As a concluding remarks, this dissertation reviewed some issues and solutions in applying

multicast for reliable data delivery using multicast, as well as a new parameter in MC-RWA

in order to reduce the blocking probabilities.

83



APPENDIX A

PUBLICATIONS BY THE AUTHOR

A.1 Journal papers

• Alex Fung, Iwao Sasase, “Reliable multicast with local retransmission and FEC using

group-aided multicast scheme”, IEICE Trans. on Communications, Vol. E92-B, No.3,

pp.811-818, March 2009

• Alex Fung, Iwao Sasase, “Multicast routing and wavelength assignment for dynamic

mmulticast sessions in WDM network using minimum ∆”, IEICE Trans. on Commu-

nications, to be published

A.2 International Conferences

• Alex Fung, Iwao Sasase, “Hybrid local recovery scheme for reliable multicast using

group-aided multicast scheme”, 2007 IEEE Wireless Communications and Networking

Conference, Hong Kong, pp.3478 - 3482 , March 2007

• Alex Fung, Iwao Sasase, “Survey on Light-Tree Based Multicast Data Delivery on

WDM Networks”, 1st Gent Univ. and Keio Univ. G-COE joint workshop for future

network, Belgium, March 2008

• Alex Fung, Iwao Sasase, “Wavelength assignment scheme for dynamic multicast ses-

sions in optical WDM network”, The First Joint Taiwan National Chiao Tung Uni-

versity and Japan Keio University Wireless Workshop, Taiwan, December 2008

• Alex Fung, Iwao Sasase, “Multicast Routing and Wavelength Assignment for Dynamic

Multicast Sessions in WDM Network Using Minimum Delta”, The First University of

Sydney-Keio University Joint Workshop on Information Technology, Sydney, February

2010
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A.3 Domestic Conferences

• Alex Fung, Iwao Sasase, “Hybrid local recovery scheme for reliable multicast us-

ing group-aided multicast scheme”, IEICE Domestic conference on Network System,

NS2006-67, pp.93-96, July 2006
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