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Spatio-temporal analysis of facial images for pose invariant face recognition system

Abstract

This thesis presents s patio-temporal analysis of fa cial images for pose in variant face recogn ition system.
Face recognition has been stud ied in th e field of computer visio n for abou t 50 y ears. In recen t years, face
recognition techniques from frontal view images are utilized in ac cess control system and d igital cameras.
One of the major challenges by current face recognition techniques lies in the difficulties of handling various
poses.

Sparsely distributed surveillance cameras capture people from various views. However, it is not possible to
identify people from various viewin g angles because the various appearances cannot be effectively learned
with sparsely distributed images. In our approach, virtual vi ewpoint images are sy nthesized by interpolating
the sparsely distributed images with a simple 3D shape of the human head, so that virtual densely distributed
images can be obtained. These synthesized images enable to identify people from various viewing angles. An
initial ei genspace is generated using these s ynthesized images in the initial lear ning step. In the following
learning step, additional images captured by other distributed cameras are used for the eigenspace updates to
improve recognition performance. However, this learning step is not performed, when the pose parameters of
an additional image are similar to the pose parameters of the learned images.

Communicative moving cameras (e.g. ro bot eyes) can capture facial exp ression changes in v ideos from a
frontal or near-frontal facial view while comm unicating with people. In our approach, dyna mics of facial
expression changes in videos are analyzed to identify people.

Analysis of sparsely distributed images is a sort of spatial analysis, and analysis of facial expression changes
in videos is a sort of temporal analysis. In this thesis, we call these analyses a spatio-temporal analysis.

Experimental results showed that th e high discernment rate is achieved by repeating the ad ditional learning
step when the four sparsely distributed images are interpolated with a simple 3D shape of the human head in
the initial learning step. W e also found that facial expres sion changes represente d by the proposed m ethod
have higher discriminating power than that represen ted by the previous m ethod. Particularly, in the case of a
happy face, the proposed method reduced about 4% of EER compared with the previous method.

These sophisticated methods are avai lable for pose inv ariant face recogniti on system. This system realizes
personal service applications (e.g. rem inder system for inexperienced nurses, learning system for untrained
operators, shopping recommendation system).






