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Abstract

The problem of detecting abnormal items is discussed as a hypothesis testing problem for
the case when both continuous and categorical variables are observed. Assuming the location
model where continuous variables are multivariate normally distributed with common
covariance matrix when categorical variables are observed, detection methods are derived
with the false alarm probability as near the nominal value as possible for both cases when
parameter values are known and unknown.

For the case when all parameter values of the distribution for the group of normal items
are known, three detection methods are constructed. Conditional (C) method is based on the
conditional distribution of continuous variables when categorical variables are observed.
Mahalanobis distance (M) method uses the squared Mahalanobis distance by replacing the
categorical variables by their dummy variables. Likelihood ratio (I) method is based on the
likelihood ratio test. For these three methods, it is shown that the test statistics are expressed
as the sums of Mahalanobis distance based on continuous variables and the correction terms
which are determined by the probabilities of categorical variables. So, the distribution of
these test statistics for normal items i1s a mixture of shifted 2 distributions. Based on this
result, critical values are determined so that the nominal value of the false alarm probability
1s attained.

For the case when the parameter values are unknown, two types of detection methods are
considered. One is estimative method, where estimates are substituted for the unknown
parameters in the test statistics of C, M, and L methods. The other is the testing method (T
method), which is derived as the likelihood ratio test using all data including initial data for
normal items and testing sample.

Some basic properties for these methods are shown concerning their false alarm
probabilities and conditional powers given the frequencies of categorical variables in the
initial data and/or the values of categorical variables of testing sample. For comparing these
methods, their expected error rates for normal items and the detecting powers are
numerically evaluated when one dichotomous variable is included. For the case when
parameter values are known, L. method has higher power for a wide range of parameter
values compared to other methods. For the case when parameter values are unknown, T
method performs better in the sense that it has stable false alarm probability and higher
power for a wide range of parameter values.




	全体の表紙
	和文要旨
	英文要旨

