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Abstract

The advance of information and communication technologyeihaps among the most signif-
icant breakthroughs that have marked the past couple ofddecaWe are shifting towards an
information society where access to and sharing of infamah a timely and reliable manner,
irrespective of the location, has become a daily necesSitgh progress has made the demand in
data traffic ever increasing, especially with the upcomifigroart phones, tablet PCs and other

non-PC networked devices who have further driven the dertrand.

Recently, multiple-input multiple-input (MIMO) technaly, the use of multiple antennas at
the transmitter and the receiver, has emerged as a potsotigion to meet such demand. Early
works on MIMO predicted a linear growth in capacity with thember of antennas, which could
allow for unprecedented wireless data rates. Regrettabipe theoretical requirements and as-

sumptions have challenged its implementation in practice.

In this thesis, we provide our (however humble) contrilbngidowards this end by addressing
some of these challenges. The study is divided into two jbaged on whether the MIMO system
is point-to-point (single-user MIMO, SU-MIMO) or multipoi (multi-user MIMO, MU-MIMO).

Following the first chapter where we provide a general iniatidn to this work, we address
MIMO challenges pertaining to single-user systems.

Thus, chapter 2 considers the need for a fast channel estimatd feedback phase. Indeed,
as MIMO capacity gains are conditional upon the availabditchannel estimates at the transmit-

ter's side, a channel feedback from the receiver ought to ddenas quickly as possible (while

viii



ensuring that the fed-back channel estimates are sufficietiible). A recent work has suggested
such delay-free channel feedback, Echo MIMO, where thaéveixcechoes the received signails
the fly However, it came at a high signaling cost, as two feedbaaistnissions are required (one
for the inward channel, one for the outward channel). Coityrave propose a feedback method
that preserves the benefits of Echo-MIMO while requiringyame feedback transmission, by ju-
diciously combining the two feedback transmissions by medmutually-orthogonal precoding

matrices.

Subsequently, we consider in chapter 3 the keyhole problaerevthe propagation environ-
ment has a single degree of freedom regardless of the nurib@memit antennas, thereby re-
ducing the capacity of a MIMO system to that of a single-inpuigle-output system. Related
literature seems to consider such degeneration hopelesdra®y to this general belief, we show
in this chapter that cooperative diversity can mitigatehcdy effects. Precisely, provided that
the source-relay channel is keyhole-free, we show thaetbeists a “cutoff” relay transmit power
above which keyhole effects can be mitigags@n when both the source-destination and the relay-
destination channels incur keyhole effe@Ye devise the closed form of this power threshold as
function of the source transmit power and the channel nestticought into play in the relay chan-

nel.

Chapter 4 focuses on MU-MIMO systems in which, compared 8ithMIMO systems, a
new issue arise: user scheduling. Conventional schedalipgoaches rely on the assumption
that channel information related to all candidate uservadable at the transmitter, so that the
latter may pick the optimal users w.r.t. a given performameric. Quite the opposite, we pro-
vide a more efficient feedback approach whenty likely-to-be-scheduledsers feed back their
channel information to the transmitter, thereby reduchegrtumber of required feedbacks and the
computational burden of exhaustive search for best usdng atansmitter’'s side. Afterwards, we
show that conventional capacity-maximizing schedulinticges fall short to meet the requisites
of delay-sensitive applications. Consequently, we p@adQoS-aware scheduling scheme that

allows to meet the demand of delay-constrained users.

Eventually, we conclude this dissertation in chapter 5 adige perspectives and possible

extensions to this work.
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Chapter 1

Introduction

The advance of information and communication technologerfiaps among the most significant
breakthroughs that have marked the past couple of decadesrahifting towards an information
society where access to and sharing of information in a tiraal reliable manner, irrespective
of the location, has become a daily necessity. Such proiessnade the demand in data traffic
ever increasing. The upcoming of smart phones, tablet PE€ster non-PC networked devices
are likely to further drive the trend, as shown in Figs. 1.d &r? where the forecast in data traffic
by industry and the Federal Communications Commissionllastrated [1].

Because physical-layer capacity represents a theoretgedr-bound on the higher-layer ca-
pacity, the growth in demand in data traffic would, in all likeod, drive the need for increased
physical-layer capacity. In the particular case of wireleesmmunications that are the focus of
this thesis, such need in capacity is expected to be veryoprared owing to the limited capac-
ity that current wireless systems do provide. As an illusteaexample, Fig. 1.3 highlights such
forecast in demand in wireless bandwidth. Wireless systmsindeed, capacity-limited owing
to a variety of challenges that are inherent to the wireléssgel: user mobility, interference,
weather conditions, path loss attenuation, shadowingdoles), to name a few. Bearing in mind
the afore-mentioned demand forecast figures, the needdmared capacity in wireless systems
is of the essence.

In this thesis, we provide our, -however humble-, contidng towards this end, by suggesting
novel enhancements and approaches to multiple-input prestiutput (MIMO) wireless systems.
These systems, as we shall explain later, are perhaps amengty few options (a.k.adegrees
of freedon) left to increase the capacity of wireless links by magrésithrge enough to meet the

expected demand in wireless traffic.
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Industry Forecasts of Mobile Data Traffic
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Figure 1.1: Industry mobile data forecasts.
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Spectrum Utilization
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Figure 1.3: FCC projected utilization of wireless spectrum

This chapter provides a general introduction and statesnthia purpose and outline of the
thesis. We shall start by explaining in section 1.2 the comigaiion problem from a capacity
perspective, i.ewhy is it that we cannot transmit data at an arbitrarily largpeed andwhy is
it that some communication systems offer larger data rdtas bthers Then, we shall introduce
in section 1.3 some key concepts relative to MIMO technaldgybsequently, we shall provide
in section 1.4 the main capacity results that are availablthé literature on MIMO systems.

Ultimately, we shall summarize our contributions and matlihis thesis in section 1.5.

1.1 Notations

Throughout this dissertation, the following notationslsba used. Vectors will be denoted in
bold, and matrices in capital bold letters.denotes the outer produdt,denotes the vector/matrix
transpose! the Hermitian (conjugate transpose) operatof;) the trace operatoE {-} the math-
ematical expectation (expected valuk)x) the Shannon entropy [2, 3] arddx;y) the mutual
information between input and outputy [2, 3].

Whena is a real number, lett £ max (a,0). WhenA is a complex matrix, lef A || denote
its Frobenius norm{A || £ \/tr {AAT}. Whenx, y are complex random vectors, 18, denote

their cross-covariance matrix:

Qe 2 E{(x-E{x})(y -E{y)'}, (1.1)
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[TRANSMITTER _CHANNEL > RECEIVER

Figure 1.4: A point-to-point communication system from aformation-theoretical perspective.

which, whenx, y are zero-mean, simplifies to:

Qy = E{xy'}. (1.2)

1.2 The Communication Problem: A Capacity Perspective

A point-to-point communication system can be modeled agtipin Fig. 1.4. It is made up by
a transmitter, a receiver and a communication channeligmii between.

The transmitter’s goal is to convey, through the commuidcathannel, a certain message to
the receiver. It is generaftydesired that the receiver receives the message promptlyetiatly.

In wireless communications, messages are carried oveleg@aignals (electromagnetic waves)
that are carefully designed so as to match the propagatiiroament (i.e. the channel).

The communication speed is mainly determined at the tretesrmiside. That is, the higher
the cadence of bits or symbols generated at the transnihitehigher the communication speed
will be. As the electromagnetic waves travel at (almost)gbeed of light, one might expect that,
at least in theory, a message can be transmitted at anyaaifigittigh communication speed.

If true, thenwhy, -one may wonder-s it that point-to-point wireless systems have limited the
communication rate8

The reason is as follows. Surely, at any transmit rate, aagessill arrive to the receiver. But
a message that is not necessarily identical to the the titteghone.

Indeed, some channels induce propagation effects thatthitetransmitted signals. Thus,
if say a messagen; is transmitted through the channel, a message=# m, may be received
instead. The wireless channel is one such channels. A titadrsignal that propagates through

a wireless channel may be altered owing to factors inclydimgnot limited to, the following:

e Power attenuation Various propagation losses may weaken the transmittecksgpower.
These include path-loss attenuation, shadowing, saagtesic. These factors are generally

dependent on the propagation characteristic of the wgatbannel, such as the presence

There may be situations where transmission reliabilitypees! is not of the essence, such as fault-tolerant and
delay-tolerant networks, respectively.
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Reflection

Figure 1.5: An illustrative example of a wireless propagatenvironment and the typical attenu-
ations that the wireless signal can be subject to.

of obstacles, reflectors, scatterers, weather conditioasidity), etc. See Fig. 1.5 for an

illustrative example.

¢ Signal incoherence Signal temporal/spatial incoherence may occur owing ¢tofa such

as transmit/receive desynchronization, frequency mismanobility (Doppler effect), etc.

e Thermal noise Additive thermal noise from electronic components addsouihe signal

at the receiver’s side.

e Wireless interference Signals from equipments/infrastructure that transmitho same

channel interfere with the useful signal and add up at theivecs side.

As the receiver can no longer trust the messagedelivered through the channel, it has to
try to guess from the received messagethe message:; that was originally transmitted by the
transmitter.

But can it ? Claude Elwood Shannon, who pioneered the matiwhscience of communica-
tion theory, demonstrated in his seminal work [2] a key datien between the transmission rate
(speed of communication) and the probability of error of tbeeiver (when guessing; from
mo): If the transmission rate is below a certain thresh@ldhen this probability of error can be
made as small as desired. However, beyond the threghaidis not possible for the receiver to

reliably guessn; from ms, Nno matter the encoding/decoding strategy.
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Thus, from a capacity perspective, the communication praltonsists in determining, for a
given communication channel, the upper boudnan the reliable transmission ratés as well
as the related communication strategies (a.&l@annel codésthat allow the receiver to reliably

guess the transmitted messages at such high transmistésn ra

We shall now develop these ideas in more details, so as toagaétter understanding of the

reasons behind the limits on the transmission data rateelfadble communication.

1.2.1 The Channel Coding Theorem

Shannon introduced two key concepts, namely the entropydéfcaiete random variable and the
mutual information between two discrete random variabldgese two notions have been crucial

in determining the capacity limits of communication syssems we shall explain momentarily.

Definition 1 (Entropy [3]) The entropyH (x) of a discrete random variable with probability

density functiorp (x) is defined as:

H(z) £ —E{log,(p(x))}, (1.3)

and is expressed in bits when the logarithm is to base 2.

The entropy is a measure of the average uncertainty in tidwnawariabler. It is also the average
number of bits required to describe the random variabj8]. For instance, ifr is a uniformly-
distributed random variable that takes one value among 8&ilpitities, thenz can be described

using a 5-bit sequence¥ = 32). Meanwhile, its entropy is:

32
H(z) £ =) p(z=i)log(p(z=1)) (1.4)
=1
32 1 1
- Y gl <3_2> (15)
= log(32) (1.6)
= 5 bits, 1.7)

which is in agreement with the number of bits needed to deseri
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Definition 2 (Conditional Entropy [3]) The conditional entrop¥ (x|y) is the entropy of a dis-

crete random variable: conditional on the knowledge of another random variajle

H(zly) £ —E{log; (p(zly))}, (1.8)

wherep (z|y) denotes the conditional probability densityaofiveny:

p(zly) = : (1.9)

The knowledge ofy provides additional information about thereby diminishing the uncertainty

of x. Therefore, we always have:

H(z) > H(zxly). (1.10)

Definition 3 (Mutual Information [3]) The reduction in uncertainty of the random variahle

due to the knowledge of the random variapliss called the mutual information betweerandy:

I(z;y) = H(z)—H(zly) >0. (1.11)

It is therefore expressed in bits when the logarithm is teebas

Thus, the mutual information indeed provides a quantitatigsessment diow much infor-

mation did we learn about after receivingy.

The Capacity of A Communication Channel

Shannon defined the capacityof a discrete memoryless channel between a soues®d a desti-
nationy (both modeled as discrete random variables) as the maximutoahinformation between

x andy, over the set of probability densitiegx) [3]:

C = max I[(z;y). (1.12)
p(z)

Denoting R the transmission rate over an arbitrary discrete memaytésinnel, Shannon

proved the following:
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e If R < C, there exists a sequence of error-correcting codes sutkhthaeceiver's proba-

bility of error can be made as small as desired.

e If R > C, then the receiver’s probability of error is bounded awayrfrzero, regardless of

the communication strategy.

Further, Shannon derived a single-letter expression fmestassical communication channel
models. One such model is the additive white Gaussian n@8is&(N) channel where, basically,
only an AWGN adds up to the transmitted signal at the receiwgide. Such a model is widely
used in many applications, including wireless communiceti

For the AWGN channel, Shannon found the channel capacitg?o b
CaweN = Blog, (1 + SNR) (|n b/seQ R (1.14)

where:
e Cawen: denotes the channel capacity of the AWGN channel.
e B: denotes the frequency bandwidth of the channel (in Hz).

¢ SNR: denotes the signal-to-noise ratio. Traditionally RSN %, whereP, N respectively
denote the powers of the transmitted signal at the recepiimhthe power of the additive

noise (in watts).

Thus if R denotes the rate at which the transmitter transmits theagess;, Shannon claims

that:

e R < Cawan: there exists a communication strategy such that the recean reliably
guessm, from the received message, (with a probability of error that can be made as

small as desired)

e R > Cawan: there exists no a communication strategy such that thévexagan reliably

guessn; from the received message,.

2This capacity result assumes the transmission to be caieda frequency bandwidth @ Hz. An alternative
definition of capacity is the so-callexpectral efficiency

Cawon = log, (14 SNR) (inb/sec/Hz, (1.13)

which is the channel capacity per Hz of bandwidth. In thisihiewve shall make use of both definitions.



1.2. THE COMMUNICATION PROBLEM: A CAPACITY PERSPECTIVE 9

In the early years of publication of his work, Shannon’s wogkeived little recognition, in
part as the channel capacity predicted by Shannon was ddamadyer than what was needed at

the time. One reviewer of Shannon’s work wrote [4]:

The author mentions computing machines, such as the redt®t@E Well, | guess
one could connect such machines, but a recent IBM memo stad¢ch dozen or
so such machines will be sufficient for all the computing thell ever need in the
foreseeable future, so there won't be a whole lot of conngagoing on with only a
dozen ENIACs! IBM has decided to stay out of the electronmpeding business,

and this journal should probably do the same!

But the extraordinary advances in communication and inédian technology created a huge

demand in transmission rates that called for data rates tatgér than the Shannon bound itself.

1.2.2 Traditional Ways of Increasing Channel Capacity

From the capacity formula in (1.14), there are limited wdyeagh which the channel capacity
can be increased. So far, the following solutions have beggested to increase the channel

capacity:

¢ Increasing the SNR According to (1.14), the channel capacity is increasintp\8iNR. The

latter could be increased by using either of the following:

— Increasing the signal’'s power at the receptiénthis could be achieved by increasing
the transmit power, shortening the distance between tinertriiter and the receiver
(e.g. by reducing the cell size from a few kilometers in thés 76 a few meters
(so-called femto-cells) nowadays, bringing the transmitioser to the base station,

relaying, etc.).

— Lowering the noise effect by amplifying the signals at theegion through low-noise

amplifiers (LNAS).

While these solutions have improved the performance of conication systems, the in-
crease in capacity has been insufficient to meet the huge rdkimacapacity. Reasons

include:
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— Limited resources: Battery-equipped devices such aslagtuobile phones and wire-
less sensor nodes have stringent power consumption lihdtsptrohibit them from

transmitting at large transmit powers.

— Mutual interference: If a transmittéf;, increases its power, while it improves the
reception of its signal at a receiv@’s side, it causes additional interference on re-
ceivers that are receiving on the same channel. A transgriitteerving such receivers
would have to increase, in turn, its own transmit power,dhgrcausing interference
to Ry, and forcingT; to increase its transmit power again, etc. This would caunse a

endless vicious circle of power increase.

— According to (1.14), the channel capacity scales logaiithity with the transmit
power. That is, for every 10 watts of power that we spend ortrmesmission, we
roughly getlog (10) worth of capacity gains. Akg (z) < x, increasing the transmit

power could be too costly to be worthwhile.

— Health concerns and regulatory requirements: As of todagtler wireless commu-
nications pose health risks on humans is a matter of argumfsnta precautionary
measure, the transmit power of signals emitting from waglafrastructures is tradi-
tionally standardized and a cap is usually defined. Forimstain cellular commu-
nications, the Federal Communications Commission (FCAhefU.S. Government
sets the Specific Absorption Rate (SAR, the exposure stdridawireless devices) in

GSM to 1.6 WIKg.

e Increasing the signal’s frequency bandwidth Increasing the frequency bandwidth has an
advantage over increasing the transmit power that it gée®ia linear increase in capac-
ity. This let to the emergence of ultra wideband (UWB) cominations. Unfortunately,

bandwidth is scarce. Further, in the licensed spectrura Méiy expensive.

e Multiplexing : Multiplexing consists in exploiting certain channel cheteristics such that
the channel can unfold into multiple sub-channels, theiebryeasing the channel capacity.

Such characteristics are callddgrees of freedonThey include:

— Frequency Frequency Division Multiplexing (FDM) systems are comrivation sys-
tems where different signals are simultaneously transohittver different frequen-
cies. Examples include orthogonal frequency division iplgk (OFDM) systems. A

requirement is that signals be perfectly synchronizednireti
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— Time Time Division Multiplexing (TDM) systems are communiaaii Systems where
different signals are transmitted over same frequenciesulifferent time slots, as

in GSM. A requirement is that signals be perfectly synchrediin frequency.

— Codes Code Division Multiplexing (CDM) systems are communioatsystems where
different signals are transmitted over the same frequenare time slots but are
spectrum-spread using orthogonal chip codes, as in CDMB&2@wing to the or-
thogonality requirement, there is usually a limit on the iwemof chip codes that can

be simultaneously used in a single transmission.

— Polarization Electromagnetic wavelengths may have vertical, horiloat elliptic
polarizations. Polarization diversity systems allow toltiplex two signals on the
same time slot and frequency but using different polazreti A requirement is that
propagation environment preserves to a sufficient extenpaltarization of each of the
transmitted signals. This, for instance, is not the caseiof fields where rain drops

alter the polarization of polarized signals, as in sagetfitmmunications.

1.2.3 Emergence of MIMO Technology: A Brief History

The previous solutions, though helpful in achieving furtbapacity gains, are unable to meet the
future demand in bandwidth. As one channel between a traéiesrand a receiver inherently has
an insufficient channel capacity, came the intuition to uséiiple channels between them.

In wireless communications, a channel is defined as the patipe environment between
one transmit antenna and one receive antenna. Therefaiaghaultiple channels between the
transmitter and the receiver amounts to deploying multgsieennas at the transmitter and the
receiver. That is multiple-input multiple-output, or simpMIMO. Other variants include: using
multiple antennas at the transmitter but a single antenrheateceiver (multiple-input single-
output, or MISO) and vice versa (single-input multipleqmuttor SIMO). Finally, the conventional
single antenna case is traditionally termed single-inmgls-output or SISO.

Although MIMO has gained in popularity from the late 90'se tharly ideas trace back to the
70’s, with the works of A.R. Kaye and D.A. George (1970) aslwasIW. van Etten (1975, 1976).
In the 80’s, Bell Laboratories started to gain interest i, with Jack Winters and Jack Salz
publishing seminal works on beamforming [5]. The conceptptial multiplexing using MIMO
was first introduced by A. Paulraj in 1993 [6] and in a subsatpatent in 1994, emphasizing

applications to wireless broadcasting.
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But only in 1998 has MIMO become a popular research topic wBelhLabs first demon-
strated a laboratory prototype of spatial multiplexingleziBell Labs Layered Space-Time Ar-
chitecture (BLAST) [7] where fantastic capacity gains haeen demonstrated in practice using
MIMO-assisted spatial multiplexing.

Today, MIMO technology is an essential physical layer cong of next generation wireless
standards, such as WiMAX, IEEE 802.11n and 4G systems. Novelepts such as MIMO radars

[8] and MIMO-over-satellite [9] have also recently emerged

1.3 MIMO Technology: Key Concepts

The following is intended to introduce key concepts behinid/kd technology that will be later

needed to understand the huge potential of MIMO to providéafgic wireless capacity gains.

1.3.1 System Model

A MIMO system is depicted in Fig. 1.6. Assume the transmigexquipped withV > 1 transmit
antennas and the receiver withh > 1 receive antennasM andM being arbitrarily defined). The

following input-output model is traditionally adopted imet MIMO literature [10]:

U1 h11 e th T 21
= s : S B (1.15)
YyMm havii oo hun TN M
or equivalently:
y = Hx+z, (1.16)

where;

o x = [x1, ...,acN]T denotes the vector ¥ inputs (signals) transmitted on thé antennas

(one input per transmit antenna);

oy = [y, ...,yM]T denotes the vector aff outputs (signals) received on thié antennas

(one output per receive antenna);

oz = [z, ...,zM]T denotes the vector aif AWGN (noise) terms that corrupt the signal

received on each receive antennas (0, o’1 M), I, being the identity matrix;
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Yu My o gy Xy iy

Figure 1.6: MIMO system model.

o H = (hij)<j<)s 1<j<n denotes the matrix of channel gains (a.k.a. the channeixpatr
Precisely;; denotes the channel gain coefficient betweentinéransmit antenna and the
jth receive antenna. In a waly;; reflects the channel effect on the signal transmitted from

ith transmit antenna and received by e receive antenna.

Traditionally, the transmitted multi-dimensional sigisaubject to a transmit power constraint

such as:

tr(Qx) < P, (1.17)

where P, Q4 respectively denote the maximum transmit power and thetiopvariance matrix.
Further, it is common in wireless communications to tratssignals that have zero mean, in

which case the previous equation (1.17) simplifies to:

N

tr(Qx):ZE{xixI} < P (1.18)
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| e 6

H=UAV

Figure 1.7: Parallel decomposition of the MIMO channel

Of significant importance is how the inpxtis designed at the transmitter’s side and how the
received signaly processed at the receiver’s side for reliable communicati&/e shall explain

this in the subsequent paragraph.

Throughout this thesis, unless otherwise mentioned, wé# aksume the same number of

transmit and receive antennas, for simplicity.

Parallel Decomposition of The MIMO Channel

Let us consider the system model described by (1.25). Witloss of generality, let us focus on

the signaly; at thelst receive antenna, given by:

N

1. = hnr+ Z hiiwi + 21. (1.19)
=2
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Suppose the receiver wants to detect (guess) the most-kighal z; that was transmitted,
N

given the received signgh. Then, one approach would be to treat the whole t@huxi + 2
=2
as noise. However, this term could have a very large powemhoompared with the terrn 1 x1.
N

Thus appears the need to cancel the tgr:nhuxi prior to detectingr;. One approach towards
=2
this end is to use thsingular-value decozmpositio(rSVD). It is known that any matri¥ can be

SVD-decomposed as follows:
H = UAV, (1.20)

where;:

e U, V are unitary matrices (i.e. unit-norm matrices whose cokiame mutually-orthogonal)

e A is adiagonal matrix (i.e. a matrix where all non-diagondties are zero).

Therefore, if the respective inversks ! andV—! of U andV are resp. applied to the received

and transmitted signats andy as depicted in Fig. 1.7, we get:

y = U ' (HV 'x+2) (1.21)
= U ' (UAVV x+32) (1.22)
= \x+7 (1.23)

wherez is a modified noise but nonetheless white, Gaussian anddhévinsame power as the
original noisez (owing to the fact that the matric&$, V are unitary). It follows that the received

signal at e.g. receive antenna 1 becomes:

y1 = Anx+ oz, (1.24)

thereby making the detection &f at the receiver’s side possible.

The procedure of computing the matiik and applying it at the transmitter’s side is called
transmit precoding

Likewise, the procedure of computing the matfixand applying it at the receiver’s side is
calledreceive shaping

Finally, the eigenvalues i, ..., \y v are called theigenmodesf the channél

3The number of eigenvalues of the channehim N, M. By denoting\y~ the last eigenvalue, we are implicitly
assuming (without loss of generality) thigt < M
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] Open-Loop MIMO

By CSI Availability
At The Transmitter

— Closed-Loop MIMO

— Rich-Scattered (Full Rank)
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MIMO Systems
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— By Precoding ~|:
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Figure 1.8: A general overview of MIMO systems.

Depending on the numbér< n < N of non-zero eigenmodes, we can distinguish:

e A rich-scattered channel whenn = N, or equivalently when the channel matiik is

full-rank.

e A correlated channel whenn < N, or equivalently when the channel matiik is rank-

deficient.

e A keyhole channel(which is a particular kind of correlated channels), wheg 1 and the

correlation is purely owing to the propagation environm@nk.a.spatial correlatior).

1.3.2 Open-Loop MIMO Vs Closed-Loop MIMO

As we have just seen, performing SVD decomposition to deteritine transmit precoder allows
for a reliable detection of MIMO signals at the receiverdesi The availability of the CSH at
the transmitter and the receiver is a requisite to achiewg#nallel decomposition of the channel
and allow for a reliable transmission. While usually CSlas®what easily made available at the
receiver’s side, there may be situations where CSl is ulzdlaito the transmitter.

Based on CSl availability to the transmitter, we may diatisf two MIMO approaches:
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e Open-loop transmissions where CSI is not available to the transmitter. In such a,case
the transmitter blindly transmits its signals without aiitzgpthe transmission to the channel

realizations.

e Closed-loop transmissionswhere CSl is available to the transmitter. In such a case, th
transmitter can adapt its transmission to the channekllyancreasing its transmission rate

(e.g. SVD decomposition).

Open-Loop MIMO

In open-loop MIMO systems, the transmitter does not knowirtiseantaneous realization of the
channel matrixH. This is the case for instance when the channel fades aresbaof track. As
such, it cannot use adaptive transmissions to adapt itsrtviasion to the channel. In such a case,
rather than adapting to the instantaneous channel raatizatit is possible to adapt the channel
statistics instead. Indeed, channel statistics usuabygé less rapidly than the channel realiza-
tions themselves. Thus, even though the channel fades nrapiody-varying (e.g. high mobility
scenario), the channel statistics can still be tracked.s&mlently, it is possible to increase the

systemaveragecapacity, commonly known as tleegodic capacity

Closed-Loop MIMO

In closed-loop MIMO systems, the instantaneous realimatibthe channel matriH, or some
related information, is available to the transmitter. lagtice, it may be difficult for the transmitter
to determine such channel matrix by itself. Rather, it is gwn that the transmitter sends an

priori known messagX,, called apilot sequenceto the receiver. The latter receives:
Y = HX,+7Z, (1.25)

from which it attempts to estimate the chanfi®lunder the uncertainty caused by the additive

noiseZ. The following estimators are traditionally used to estienthe channel [11]:

e The Least Squares Estimator (LS)

~ -1
H =YX} (X,X]) (1.26)
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Figure 1.9: Phases that make up closed-loop MIMO.

e The Minimum Mean Squared Error Estimator (MMSE)

. -1 -1
H=YX] <<X,,X;> +071 M) .

(1.27)

Subsequently, the receiver feeds back the channel statemafion (either the channel ma-

trix estimateH or function of it) to the transmitter. The latter uses thisumhel information to

optimally transmit its data, e.g. to perform the SVD decosifian and determine the optimal

precoder. Fig. 1.9 illustrates the afore-described praced

Alas, the channel is not always constant and may change dwiagariety of reasons. It has,

however, a characteristic period of time during which it aéms, on the average, almost constant.

Such period is called thehannel's coherence timdhus, a key requisite for closed-loop MIMO

to be efficient is that the channel estimation phase usedtlastiine as possible from the total

coherence time, so that much of the latter be used for tratisghuseful data before the channel

changes into a new realization.

Throughout this thesis, unless otherwise mentioned, wié atsume that MIMO is operating

in the closed-loop mode.
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1.3.3 Full/ Limited / Quantized CSI

Depending on the content of the signaling information teatansmitted from the receiver back
to the transmitter about the channel condition, three ty&SSI can be distinguished, namely:

Full CSl,limited (a.k.a.imperfect partial) CSI andquantizedCSil.

The Full CSI Case

Originally, the term CSI referred to the channel maiiix However, in closed-loop MIMO sys-
tems, feeding bacH as the CSI appeared to be a time-and-resource costly signaocedure.
For instance, in @ x 4 MIMO system, the channel matrid has 16 complex-valued channel
gains. Thus, if the receiver is to feed bakkto the transmitter, then 32 floating numbers (half
referring to the real parts and the other half to the imagiparts) have to be transmitted.

This led to the suggestion of alternative forms of CSl in iterdture, as we shall see now.

The Limited CSI Case

The limited CSI category itself can be divided into 3 sukegaties, depending on how the channel

is modeled [10]:

e The zero mean spatially white (ZMSW) channel modelunder such model, the channel

is assumed to have zero mean and white covariance (i.e.dhiahnel entries):

E{H} = 0 (1.28)

H = HY, (1.29)

where H* denotes a matrix with i.i.d. entried(” ~ CN (0,Iys)). In such a case,
feedback from the receiver is not needed at all, since thengialistribution is perfectly

known CN (0,Inr))-

e The channel mean information (CMI) model: the channel is assumed to have a non-zero

mean and a white covariance;

E{H} = H (1.30)

H = H-+.aHY, (1.31)
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whereH™ denotes a matrix with i.i.d. entrie§I( ~ CA (0,Ix,/)), « denotes a parameter
andH denotes the channel mean. In such a case, the channel me@ndeasomputed by

the receiver and fed back to the transmitter.

e The channel covariance information (CCI) model the channel is assumed to have a zero

mean but a non-white covariance:

E{H} = 0 (1.32)

H = (R)/?H" (R, (1.33)
whereH" denotes a matrix with i.i.d. entrie¥l ~ CN (0,Ix,)) andR!, R" respec-
tively denote the correlation matrices at the transmit awgtive array antennas. In such a
case, the channel covariance has to be computed by theeeeei fed back to the trans-

mitter.

In [12], [10], it has been shown that adaptive transmissimamforming) may not be optimal (i.e.
may not be the capacity-achieving strategy) when usingednCSI. Precisely, a condition on the
largest two eigenvalues of the channel has been requirediar to achieve the channel capacity
with only the channel mean or the channel covariance avaikttthe transmitter. As there are no
ways to determine (in advance) whether a channel may or masatisfy such conditions, limited

feedback can not guarantee a capacity-achieving MIMO datenission.

The Quantized CSI Case

When full CSl is available to the transmitter, the latter parform SVD decomposition and obtain
the optimal beamformer (precoder). This, as we said eailiethe capacity-achieving power
allocation strategy. Albeit optimal, this solution comesaahigh signaling cost, as the entire
channel matrixH has to be fed back to the transmitter every time the chaneiges.

Quantized feedback is an alternative approach where thie gdher than maximizing the
capacity, is to minimize the signaling cost while achievangapacity as large as possible.

For this sake, the transmitter shall no longer use the SVrdeosition to determine the
optimal precoder.

Instead, it will use a precoder* from within a predefined set of precod€2s= {wl, o Wi }

A precoderw € Q is called acodeword

The setQ? of codewords shall be calledcadebook
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In that case, the full CSH need not be fed back to the transmitter. Rather, the receamer

select from withinQ2 the optimal precoder* as follows [13]:

w* 2 argmax ||Hwl|? (1.34)
weN

£ argmax ‘wTHTHw‘ (1.35)
weN

Then, the receiver can feed back the vectbto the transmitter, thereby reducing the signaling
burden from one matrix down to one vector. Even better, if96EQ? is a priori known to the
transmitter, then it suffices that the receiver only senddrilex of the optimal codeword within
Q, rather the sending codeword itself. Thus, if the codebQolkas||2|| = n codewords, then
only m = log, (n) bits need be transmitted in the feedback phase.

3GPP LTE and beyond wireless standards uses quantizedafdedtith codebooks having up
to 16 codewords [14], thereby requirihigz, (16) = 4 bits for CSI feedback, at the most.

1.3.4 Single-User MIMO Vs Multi-User MIMO

Single-User MIMO (SU-MIMO) refers to scenarios where onhedransmitter is sending data to
only one receiver on a given channel.
Contrarily, multi-user MIMO (MU-MIMO) refers to settings lvere MIMO communications

involve more than one transmitter and/or more than onevereaiee Fig. 1.10:

e When multiple transmitters are simultaneously transngttbver the same channel to the
same (single) receiver, the channel is callenh@tiple-access channéMAC). In cellu-
lar networks, this may correspond to the uplink channel whmeultiple cell phones may

simultaneously transmit data to the same base station.

e When only one transmitter is transmitting over the same blato the multiple receivers,
the channel is called laroadcast channg|BC). In cellular networks, this may correspond
to the downlink channel where multiple cell phones may siemdously receive data (over

the same channel) from a single base station.

e When multiple transmitters are transmitting to their respe receiver(s) over the same

channel, the channel is called swerference channdlC).
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(a) A multiple-access channel (MAC, many-to-one)

(b) A broadcast channel (BC, one-to-many)
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Figure 1.10: Various MU-MIMO scenarios.

INTRODUCTION
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1.4 On The Channel Capacity of MIMO Systems

The potential benefits from using multiple antennas can besaed using two performance met-

rics:

1. Capacity gains How much capacity increase do we get when we Ase- 1 antennas at

the transmit side and/a¥/ > 1 antennas at the receive side w.r.t. the single antenna case

(SISO) ?

2. Capacity scaling gains (also known as the MIMQdegrees of freedom): How does capac-
ity scalewith the number of transmit/receive antennas ? For instaheee use a 4-by-4
MIMO system (V = 4 transmit antennas and = 4 receive antennas), do we get 4 times

the channel capacity of a SISO (1-by-1) system?

1.4.1 The Single-User Case
Main Capacity Result

The channel capacity, as defined by Shannon [2], is given &ynthtual informationl (x,y)

between the channel inpstand the outpuy:

C 2 maxI (x,y) (1.36)

X

= max (H(y) - H(y[x)). (1.37)

X

It can be shown [15] that the capacity formula (1.37) can bernien as:
1
Cc = max log, det <I v+ —HQH! ) . (1.38)
x (o

When Full CSl Is Available At The Transmitter

In order for the afore-mentioned channel parallel decoritipagto be feasible, the channH has

to be known at the transmitter and the receiver, so that eagltompute its respective precod-

ing/shaping matrix. In such a case, the capacity formuld.i8g) is shown to be [10]:
rank(

H)
C = log(1 + )\i%), (1.39)
=1
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wherep; denotes the transmit power allotted to tile transmit signak;. This capacity result
leads to an important conclusion: optimal transmit pOV\(@@lgiSN are most-likely different
from each other. Indeed, the channel galnsre, most-likely, unequal. Therefore, applying a
given transmit power to one antenna/eigenmode would yialdferent capacity from applying
this very same power on a different antenna/eigenmode.

For instance, Let us assurmé = 1, for simplicity. Then ifA\; = 0.5 and )\, = 1, then using
p1 = 5 watt to transmit on the first eigenmode would contribute &ttital channel capacity by
C1 = logy(1 + 0.5 x 5) ~ 1.8 bit/sec/Hz, whereas using the same transmit power for thenske
eigenmode would contribute to the total channel capaCithy Co = log,(1 +1 x 5) = 2.6
bit/sec/Hz, i.e. 45 % more capacity.

Channel eigenvalues can differ by a significant order of ritada. So, it pays more to use
most of transmit power on the good eigenmodes. The optimakpallocation scheme under

perfect CSl is called thevaterfilling algorithm[10].

When CSI Is Not Available At The Transmitter

When CSl is not available at the transmitter, the transmi#® no longer apply the waterfilling
algorithm as it cannot perform the SVD decomposition of thanmel. In such a case, it has
been shown that uniform power allocation (applying the sarmaesmit power to all antennas:
Q2 U—PQIM) can be optimal when the number of antennas is sufficientlyelfl5].

Further, as the channel is unknown to the transmitter, thimmof instantaneous capacity
becomes irrelevant. Instead, an ergodic capacity is caedputhich is the average of the instan-
taneous capacity over a sufficiently large number of charealzations (i.e. a period of time

sufficiently larger than the channel’s coherence time):
Pt
g

On MIMO Capacity Scaling: The Keyhole Problem

The previous capacity formulae predict not only the capaygdins (in bit/sec/Hz) but also the ca-
pacity scaling gains with the number of antennas. Assurtiagel state information (CSl) avail-
ability, it can be inferred from (1.39) that the capacity dfltMO channel between aiV-antenna
transmitter and aiM -antenna receiver is times that of a single-input-single-output (SISO) chan-

nel, wheren is the rank of the MIMO channel gain matrix, less than or eqaahin{N, M }.
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In particular, if the channel matrix has full rank (a so-edltich-scatteredenvironment), channel
capacity scales witmin{N, M}, i.e.n = min{N, M}.

Clearly, the higher the channel rank, the more beneficial MIWill be (from a capacity per-
spective) compared with a SISO system. Thus, from this petse, it is interesting to determine
conditions under which channel matrix has full rank, andrtsuee that these conditions are met
so that channel capacity is maximized.

While it has been long believed that decorrelating tranami¢tnnas (e.g. by sufficiently spac-
ing them) amply ensures a full-rank channel matrix [16, 1#&¢ent works [16—18] demonstrated
that in a so-calledeyholescenario, channel matrix has unit raeken when its entries have zero
correlations between each othe8ubsequently, the benefits of rich scattering are supgiessid
channel capacity scales as that of a SISO channel(i-e.1).

Such a frustrating result was first theoretically predidtefl6, 17], and later verified through
an experimental testbed in [18]. MIMO keyholes occur whetlicavaves come across metal
obstacles with small holes only through which they can pgapa épatial keyholessee Fig. 3.1).
They are also encountered in urban environments with deecsireet canyongnarrow streets
bordered by tall buildings), and in some indoor environreesiich as corridors, hallways and
subway tunnels, settings which may act as single-moded guédes at large distance from the
source, thereby allowing only a single electromagnetic entadpass throughnfodal keyholgs
Finally, outdoor keyholes may also occur owing to a diffiatat rooftop edgesdfffraction-

induced keyholgs

1.4.2 The Multi-User Case
Unlike the single-user case, the channel capacityotsdefined by a single capacity vajuaut
rather by a set of combinations of capacity values catedcapacity region
The MAC Capacity Region
In the MAC channel X > 1 transmitters simultaneously transmit data to a singleivece
e System modeV k € {1, ..., K}, let:

— x;, denote the signal vector transmitted by #k transmitter to the receiver

— Hj denote the MIMO channel gain matrix relative to the chanretivieen thekth

transmitter and the receiver
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Then, the received signgl at the receiver’s side could be modeled as follows:

K
y = Y Hpx;+z, (1.41)
k=1

wherez denotes the additive noise at the receiver’s side.

e Optimal signal detection strategylhe optimal detection strategy is calledccessive de-

coding[10] and goes as follows:

— Signals are detected in a decreasing order of signal strewiéjthout loss of generality,

assume the signals, ..., xx are indexed such thaty has the strongest signal.

— First, x is detected from the received signaby treatingx, ...,xx_1 as additive

noise.
— Then, the estimat& is subtracted from the signal to yield the filtered signal
Yi,. k-1-

— Thenxg _; is detected from the signal, . ,_; by treatingxy, ..., xx_o as additive

-----

noise.

— Then, the estimat& _; is subtracted from the signgl; 5 to yield the filtered
signalys,... k2

— The procedure is reiterated until all signals are detected.

For clarity, an illustrative example of successive decgdmprovided in Fig. 1.11 with 4
inputsx, ..., x4 and one outpuy;. The receiver’s goal is to ultimately detect. For that
sake, it has to successively detect the other inputs, thesetthem from the received signal

v1, then finally detect the useful signa].

e Achievable capacity region by successive decadirgt R, denote the rate of the trans-
mission of each transmitter. In order for the receiver t@bdy understand all the received

messages, the transmission ralikgsmust satisfy 2 conditions:

— Each transmission rat®;, should not exceed the capacity of the sub-channel between

transmitterk and the receiver:

Vke{l,.,K}, R, < I(xiy). (1.42)
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Figure 1.11: An example of successive decoding with= 4 inputs. The receiver’'s goal is to
ultimately guessc;. W o 3: filter (e.g. MMSE) that cancets; ,x, x3.

— The sum of all transmission rates should not exceed the itgpddhe channel be-

tweenxq, ....,xx On one side ang on the other:
K
> Ri < 1(xi.xk3y). (1.43)
k=1

Denoting byQ;, ..., Q x the covariance matrices of the inputs ..., xx, the MAC capacity

regionI"yac is shown to be [10]:

K K
Tmac = {(Rl,...,RK) : ) Ry, < log det (IM + ZHkaHL> } (1.44)

k=1 k=1

The BC Capacity Region

In the BC channel, a single transmitter transmitdtoeceivers, withK" > 1.
e System modeV k € {1, ..., K}, let:

— x;, denote the signal vector transmitted by the transmittehedth receiver
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— H;, denote the MIMO channel gain matrix relative to the chanregivieen thekth
transmitter and the receiver
Then, the received signgl, at thekth receiver’s side could be modeled as follows:
K
ye = Hp) xj+z, (1.45)
j=1
wherez;, denotes the additive noise at thin receiver’s side.
Optimal precoding strategythe optimal precoding strategy for the broadcast charmel i
dirty-paper coding10]. This transmission strategy relies on Costa’s origgtdneme [19]

for interference channels where the interference is noisally known by the transmitter.

For instance, in a SISO system, suppose that the receiveal $g
y=1x+ s+ z, (1.46)

wherez, s, z resp. denote the useful signal, the additive interferencetlze additive noise.
Thus, if the transmitter non-causally knows the interfeggiit can subtract in advance from

the useful signal and send instead:
T=ux-—s, (1.47)

in which case the received signal would be:

Yy = T+s+z (1.48)
= (x—s)+s+=z (1.49)
= x+ 2z, (1.50)

thereby achieving the capacity of an interference-fre@cbl The application to the MIMO

case is a bit more involved, though:
— First, perform anL() decomposition of the channel matdX. That is, find matrices
L, Q such that:
* H=LQ

x L is lower triangular
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x Qis quadratic.

— Defineu £ [uy, ..., uy] such that:

uy = I (151)
Uy = ZCz—lz—lxl (152)
l22
l l
us = I3 — 2.%’2 — ﬂ.%'g (153)
l33 l33
(1.54)
uy = TN — lN(N*l)x T lN—QCE - lN—lx (1.55)
N = N lN N-1 cee lNN 2 lNN 1 .
— Finally, send:
v = Q'u (1.56)

— Subsequently, all computations done, the received sigigmbuch that:

y1 = Ilnxri+2 (1.57)
Y2 = loxa + 29 (1.58)

(1.59)
yn = INNZN + 2N (1.60)

e Onthe DPC achievable capacity regioret R;. denote the rate of the transmission intended

for receiverk, 1 < k < K. Then, it can be shown that :

K
det (IM + H,, <Z Qxi> HL)

i=k

K
det <IM + H,, ( > Qxi> HZ)

i=k+1

Ry = log (1.61)

whereQy, denotes the covariance matrix relative to the signahtended for receivet. In
the previous example, we have applied the DPC algorithm dnyirsty with x;. We could
have started with any other input, though. Clearly, for gyeermutation of user input
indices, we could get a different capacity value. The unibmlbrates R, over the all

permutations is the DPC capacity region.
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Figure 1.12: An overview of the capacity-achieving powésadtion strategies in MIMO systems.

The Scheduling Issue

The scheduling issue arises when the number of transmihates smaller than the number of
users.

Suppose, for instance that a cellular site has, on the awePfyactive users that are served
by a 4-transmit-antenna base station (BS). Evidently, &atengime, no more than 4 users can be
served.

The scheduling problem consists in determining the besicBeh strategy that maximizes
the system’s total capacity, possibly subject to given taitds (ensuring fairness among users,
minimizing the average queuing delay, etc.).

For instance, back to the afore-mentioned example, thed® of concern for fairness-, may
schedule the users’ transmissions in a Round-Robin fashenodically serving each group of 4
users every 5 time slots.

Nonetheless, although fair, such is not an optimal solutiom a capacity perspective. Indeed,
if we are to maximize capacity, we had better opportunilyigack the users who have the 4 best
channel conditions while having minimum interference lesw each other (i.e. 4 largest-SNR

mutually-orthogonal users) [20].
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But then again, some users may have good channel conditibtieaime (e.g. owing to
proximity to the BS), while others may go into deep fades aaetbad channel conditions most
of the time. The capacity-maximizing scheduling approachess likely to schedule users with
bad channels, and as such it is far from perfect, too.

The computational cost of the scheduling procedure is aldmportant design factor as well
for scheduling policies. As the set of candidates beconmgedathe computational cost of the
search for optimal candidate set becomes prohibitivelyepgjye. With just a population df =
20 users, there ar(e24°) ~ 5000 possible scheduling combinations. With a populatioof 100
users, this figure jumps to roughly 4 million combinations.

As always in telecommunications, the signaling cost is irtgot in deciding the worthiness of
a communication scheme. In order to determine the optimbétecheduled 4 users, all 20 users
have to send their CSI to the transmitter. But why should 2eivers feed back their CSI when
only 4 will be scheduled for transmission ?

Finally, there is the cross-layer design issue. Physaai scheduling only schedules users
based on their channel conditions. But packets intendetiéattifferent users have different orders
of arrivals from higher layers. If, the queuing delay is digarded in the scheduling policy, some
packets may end up incurring very large delays at the trateraibuffer (or worse, be dropped).
Hence, failure to take the queuing delay into account whaeduling packets would most-likely
result in a failure to satisfy the requirements of delaysg@re applications (Video on Demand
(VoD), circuit-emulated voice calls and networked gamiagiame a few) for which some packet

delay constraints should be met (see our contribution irp@nat).

1.5 Thesis Outline and Summary of Results

For convenience in exposition, a thesis outline is illustan Figs. 1.13, 1.14 and a summary of

results is provided in Tables 1.1, 1.2, 1.3 &



CHAPTER 1. INTRODUCTION

Through
Faster CSI

Feedback

Enhanced

Through
Better
Multi-User
Support

Through
Keyhole
Mitigation

Figure 1.13: Approaches towards MIMO capacity enhancemmemgidered in this thesis.



33

1.5. THESIS OUTLINE AND SUMMARY OF RESULTS

Sulnpayas palenualayig-22IA13s
19Ae1-ssou)

Joeqpasy
15D Alixajdwod-mo| qualdyy3

Japiwisues] ayl 1y ajqejieaeun
S 1SD uaym uone3ulAl 3joyAay

laplwsuel] 3yl 1y a|qe|leny
S 1SD uaym uonesulAl 3joyAay

"aUIINO urew sIsay] :T°T aInbi4

(¥ 431dVHD)
3ulInpayds 4asn pue ydeqpasd |S) jJo
usisaq 49Aeq-ssou) julof ysnoayl

OWIW-NW 0} pusixg
sules) Ayoeden bulinsug

(€ ¥3LdVHD)
uoneSuiAl s1943 9joyAay ysnoayyr

3WaYdS YoeqpPaed IS) |SAON

yuey in4 sI [SO
yoeg-paL/pajewnsy oyl buunsug

(z ¥43LdVHD)

Joplwsuel] ay] v deqpasd ISI
9|gel|oy pue iseq ysnoayl

¢ Sw1sAS ONIIN jJo suieo Aypede)

3yl @sueyu3j o] MoH




34

CHAPTER 1. INTRODUCTION

Table 1.1: Outline of Chapter 2

Research Problem

In Closed-loop MIMO, it is crucial to minimize the duratiofi the
CSl estimation and feedback phase.

Thus, our aim is to achieve @elay-freeCSl estimation and feed
back phase.

Conventional Approach

In [21], a delay-free feedback scheme called Echo-MIMO has

been proposed for Closed-Loop MIMO systems, where thevecei
echoes the received sigra the flyto the transmitter without any

processing.

Limitations

Though Echo-MIMO allows for a reduced feedback latency

comes at high power-and-bandwidth costs, as two MIMO trans-

missions are required in the feedback phase to send two 818 C

related to the inward (BS+ MS) and the outward (MS— BS)
channels.

Proposed Solution

In [22], we present a feedback scheme that preserves thatades
of Echo-MIMO while requiring only one feedback transmigsto
transmit both CSils, at no extra transmit power or bandwidgtx

Summary of Results

A delay-free feedback with only 1 feedback transmissioriKan

the conventional scheme where 2 feedback transmissionsear

quired)

Enhanced CSI estimation reliability, as in the propose@sehwe
do not echo the noise back to the transmitter.
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Table 1.2: Outline of Chapter 3

Research Problem

A MIMO keyholeis a propagation environment such that the ch
nel gain matrix has unit rank (single degree of freedamgspec-
tive of the number of deployed antennas or their spacing, the

reducing the MIMO channel capacity to that of a SISO channel|.

reby

Conventional Approach

None. To the best of our knowledge, the related literatueenseto
consider such degeneration hopeless.Related works atedito
performance analysis under the keyhole effect: [23-31hatme a
few.

Limitations

Not Applicable (As there are no conventional schemes to eoen
with).

Proposed Solution

In [32], we demonstrates that relay-assisted MIMO systears
mitigate keyhole effects.

Precisely, provided that the source-relay channel is Keyfiee,
we show that there exists a “cutoff” relay transmit power\ab
which keyhole effects can be mitigateden when both the sourct
destination and the relay-destination channels incur kéyleffect

We devise the closed form of this power threshold as funaifdhe
source transmit power and the channel matrices broughtpiaio
in the relay channel.

Later in [33], we provide enhancements to the previous ideg
providing a power allocation scheme that does not requiyeCsi
(channel matrix) knowledge.

c

O

3%
1

Summary of Results

Keyhole effect is properly dealt with as we can achieve alirseal-
ing growth of the capacity with the number of transmit antesin

Further, the optimized solution in [33] does not require &Hl
knowledge, thereby making it very fit for practical scensr@s no
signaling costs are incurred.
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Table 1.3: Outline of Chapter 4

Research Problems

On joint scheduling and feedback in MU-MIMO.

Conventional Approach

In order for the transmitter to perform user selection, emtional
works [20, 34] assume the knowledge of the CSlI related tosai
didate users to be available at the transmitter.

Traditional scheduling approaches aim at maximizing ciap§0]
or ensuring fairness among users [34]. By doing so, theygisd
higher-layer QoS requirements, such as packet delays.

Limitations

Costly and inefficient feedback procedure: Why would, sdy,
users feed back their CSI when only 4 will be scheduled forstg
mission?

Further, the conventional physical-layer scheduling docoasider
the order at which packets arrive, nor their individual gletan-
straints (depending on their respective guaranteed yudilgtervice
(QoS) requirements).

Proposed Solution

We provide in [35, 36] a power-and-bandwidth efficient fescb
scheme in whiclonly likely-to-be-scheduled usefised back their
CSl, thereby reducing the number of required feedbacks lag
computational burden of exhaustive search for best usetiseq
transmitter’s side.

We show in [35, 36] that conventional sum-capacity maxin
ing scheduling policies fall short to meet the requisitesielfay-
sensitive applications, and we provide appropriate sdivegly
scheme for such-constrained users.

7

i1

] t

—

Z-

I

Summary of Results

Signaling and complexity burden reduction owing to the pssal
feedback scheme.

By-order-of-magnitude delay reduction owing to the pragzb
QoS-aware scheduling scheme.

The proposed scheme, however, incurs a slight capacityedee
owing to the fact that the search for to-be-scheduled usemsly a
subset of the total available users. This decrease in dgpieailes
for the cost and complexity reduction owing to the propossti
back scheme.

12}




Chapter 2

On Full CSI Feedback in Closed-Loop
MIMO

2.1 Introduction

Multiple-input-multiple-output (MIMO) systems provideégh capacity gains when channel state
information (CSI) is available to both channel endpdirffi], [10], by means of adaptive trans-

mission (e.g. water-filling [37]). Perhaps the main chajlerof an adaptive bidirectional com-

munication is for both endpoints to acquaiecurateandtimely CSI estimates of their respective

inwarc® and outward channels. While, traditionally, inward CSI is somewhatilgasstimable

(e.g. from a received training sequence [11]), estimatimgvard CSl is challenging at best.

In practice, if the variations of transmitter’'s outward ohel are slow enough, the receiver (for
which this channel is inward, thus estimable) may feed itbg&&8mation back to the transmitter,
a scheme commonly-known &osed-Loop MIMOFig. 2.1 illustrates this concept. A popular
feedback approach in Closed-Loop MIMO system@isantized FeedbacfQF) [13], where the
receiver determines from the estimated CSI the best bearirfgrweight from a codebook and
sends to the transmitter the index of the correspondingveode While such a processing tremen-
dously reduces the feedback rate, its computational codtplerings forth prohibitive delays at

the receiver’s side.

1An endpoint being a transmitter or a receiver
2An inward channel is a channel where the endpoint is on thevieg side
3An outward channel is a channel where the endpoint is on #msimnitting side

37
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Figure 2.1: Phases brought into play in Closed-Loop MIMQrtlyichannel’'s coherence time

Recently, “Echo-MIMQ”, a delay-free feedback scheme, hesnlproposed [21], where the
receiver echoes the received signatisthe flyback to the transmitter without any significant pro-
cessing. Then, the receiver is required to transmit its gaining symbols (these are needed to
estimate the transmitter’s inward channel). By efficiemtkploiting the two received shapshots,
the transmitter is capable of estimating the CSI relatedoth kis inward and outward channels.
Such a method virtually takes out any processing delaysakiteiver’s side. Further, it provides
the transmitter with full CSI (rather than a quantized \amn}i thereby achieving higher multiplex-
ing gains during the adaptive transmission phase [21].B&tp-MIMO has drawbacks of its own,
too. It comes at high power-and-bandwidth costs, sincedlebfick CSl is retransmitted using
as many antennas as for “regular” MIMO transmissions. Bessitivo transmissions are required
from the receiver so that the transmitter can estimate therals. Finally, the noise of the inward
channel is also echoed to the transmitter, which - as will>ydagned later-, may degrade the
channel estimation accuracy.

In this chapter, based on the concept of Echo-MIMO, we intoed ransparent Inband Feed-
back(TIF), a two-way MIMO scheme that overcomes the shortcomioigthe former while pre-
serving its advantages. The proposed feedback schemeeleddbband as the echoed signals
and the receiver’s are combined, therefore no dedicatetbéek channel is required. It is labeled
Transparenbecause the signals are projected onto orthogonal sigbsppaaes prior to their com-
bination (thereby making their separation lossless atrdmgsmitter’'s side), and because it does

not require any extra bandwidth nor extra transmit power.

2.2 On The Coherence Time of A Wireless MIMO Channel

In this section, we explain the notion of channel coheremukits relation to the feedback fre-

quency in MIMO systems.



2.2. ON THE COHERENCE TIME OF A WIRELESS MIMO CHANNEL 39
2.2.1 The Doppler Effect

The state of a communication channel may change in time oteirsgvariety of reasons. Such
variations are particularly significant in wireless chdsnewing to the mobility of the transmitter
and/or the receiver.

The time variations of the channel that arise from the tratteris/receiver's motion are called
the Doppler effector the Doppler shift Basically, a shift in frequency is observed as follows:
the signal’s frequency is increased when the receiver agpes the transmitter and is decreased
otherwise.

The Doppler shift can be intuitively explained as followsh&v the receiver is getting closer to
the transmitter, a transmitted electromagnetic wave wtalld slightly less time (then the previous
one) to reach the receiver. Such time difference createsaease in the frequency. Thus, even
though the frequency at which the signals are emitted isamgpéd, the frequency of the signals at
the reception is increased. A similar justification can bavigled for the case where the receiver

is recedes from the transmitter.

2.2.2 Why Is It Necessary That The Fed-Back CSI Matches The Tre Channel In
Closed-Loop MIMO ?

Throughout thesis, we have reiterated the importance ofa@&lability at the transmitter’s side.
But, as we explained earlier, the wireless channel changgséntly. Therefore, if the CSI feed-
back is late, there is a chance the CSI| would not match thectraenel.

One might wonder what impact would have a CSI mismatch ontbermel capacity.

Recall that the capacity of a point-to-point closed-loogWll system is given by:
1 i
C = max logydet | Iy + sHQxH'" |, (2.1)
Qx g

where:
e M denotes the number of receive antennas,
¢ H denotes the channel matrix,
e (), denotes the power allocation (input covariance matrixhatitansmitter,

e o2 denotes the noise power.



40 CHAPTER 2. ON FULL CSI FEEDBACK IN CLOSED-LOOP MIMO

Lete £ H — H, whereH denotes the outdated CSl value. Then, the channel feedietak d

will impact the channel capacity as follows:

Cbelay = logydet <IM+ f{QXf{T>. (2.2)

o2+ |le|?
In other words, the feedback delay will decrease the charapcity by:
e increasing the noise power owing to the channel esror

e possibly making the optimal power allocation sub-optim&he covariance inpuQy is

optimal for H, but it may not necessarily be optimal for chankgl

2.2.3 Then, How Often Should The CSI Be Fed Back To The Transrtter ?

In theory, the channel could change into a new realizati@angtmoment. If the channel has to be
tracked at the slightest change, then clearly closed-lobg®Imay become too difficult to realize
in practice.

However, even though the channel realizations may chargjanitaneously, it is rather un-
likely that the channel realizations at timeandt + Jt¢ (wheredt is an infinitesimal time period)
may be significantly different. Therefore, there exists aqgaeof time during which the channel

may be deemed constant. Such period is the afore-desafizuhel coherence time

2.2.4 Motivation of Our Research: The Need For A Fast CSI| Fedohck

From this observation, emerged a new channel model thatdslyvused in closed-loop MIMO:
The block-fading modeln a block-fading channel of coherence tiffig the channel is modeled
as constant durin@, seconds after which it changes into a new realization.

T, is given by:

T, 2 _¢ 2.3
70 (2.3)

wherec, f, andv denote the speed of lighs (x 10% m/sec), the carrier frequency in Hz and the
node speed in m/sec.
Let us take an example. Say the carrier frequency is 2.4 GHzeeiver's speed is 20 km/hr.

Under such assumptions, the channel’'s coherence tiffied4s2.8 ms.
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Table 2.1: Main Simulation Parameters.

Number of transmit antennas) 2
Number of receive antennad’} 2
Distance between transmit antennas (in wavelengths) 6
Distance between receive antennas (in wavelengths) 0.4
Carrier frequency f., in GHz) 6
Number of Paths 20
Mobile node’s velocity (in km/hr) 5, 10, 20, 50

Therefore, if the transmission ratefis= 128 Kbps, at most 358 bits can be transmitted before
the channel changes into a new realizdtion

In closed-loop MIMO, this upper bound of transmittable litsludesboththe pilot symbols
transmitted during the channel estimation phase and tlzesgatbols transmitted during the data
transmission phase. More to the point, this upper bound Wokeaccount for the processing delay
at the receiver’s side. Therefore, it is imperative thaitde time as possible should be allotted to
the channel estimation and feedback phase, so that most gbtierence timé&,. be used in the
data transmission phase.

For illustrative purposes, we provide below in Figs. 2.Zchkfading, the evolution of the
power gain a channel coefficieht; in time for different mobility patterns, as well as the cor-
responding block-fading model. The channel coefficienteevgenerated in accordance with the

3GPP spatially-correlated model (SCM) with simulationsapaeters as specified in Table 2.1.

2.3 System Model And Preliminaries

We start by defining the system model, then we briefly outlivedonventional scheme and we

point out some of its limitations that will be tackled in thisrk.

2.3.1 System Model

We consider the conventional point-to-point MIMO systemdeloof [21], which we shall briefly
outline. Because we are considering a bidirectional conication, the notions of “transmitter”
and “receiver” may lead to confusion. Thus, we denote by eAbmd Bob the two terminals
brought in play by our model, having/ and N antennas, respectively. W.r.t. Alice, inward
(Hpa) and outward H,p,) channels are assumed to be Rayleigh-faded, frequencgrithtime-

varying, obeying the conventional block-fading law of caree timé 7. Two-way additive

(2.8 x 107?) x (128 x 10%) = 358.4.
5T is the time interval during which the channel remains cartstaefore changing to a new independent realization.
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noises ¥,, Zy,) are modeled as Zero Mean White Gaussian (ZMWG), and arenassto have
roughly equal noise variances, i€ ~ Jg. Transmission of a training blocK (matrix of pilot

symbols) ofL signal vectors using ai/ x N MIMO system can be modeled as:

[ p
Y=,/ —HX+7Z 2.4
M (2.4)

wherep is the average transmit powég, € CM <L s the transmitted training matri¥] € CNV*M
is the complex channel gain matri¥, ¢ CV*’ is the received signal matrix aril ¢ CV*~

denotes the noise matrix.

At the reception, the following estimators may be used torege the channel [11]:

e The Least Squares Estimator (LS)

H= \/gYXH (xxH)™ (2.5)

e The Minimum Mean Squared Error Estimator (MMSE)

—1
- MLyx ((XXH)1 + %IM> (2.6)
p po

The coherence tim#' is decomposed into two phases: a phase of durdfjowhere channel
is estimated by Bob and fed back to Alice, and a phase of @wa}j = 7' — T, where Alice uses
the fed-back CSI to send a data block of len@thvia capacity-achieving adaptive transmission.
Obviously, we are interested in havifig > T,, so as to perform as many adaptive transmissions
as possible with the fed-back CSI, before the channel clsafigm state. Fig. 2.1 illustrates the

considered scenario.

2.3.2 Echo-MIMO: An Overview

We briefly overview a part of the feedback protocol proposefPl] in relation with the stated

problem:

1. Alice sends her training matriX,, to Bob. For channel identifiabilityX,, should be full-

rank (M) and such thatlf > M) [11], [38]. Following (1), Bob receives:

Yo = ‘/ﬁHabXﬁzb 2.7)
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2. Bob amplifies the signal to palliate the pathloss and shiemdpeffects, then echoes it back

to Alice. Alice receives:

Z,
Yo, = | LHyHp X, + 1| 2 H,,Zy + Z (2.8)
aoa N a A a N a al

(We assume same transmit powers for Bob and Alice, for saityli

3. Bob sends his own training matiX;. Alice receives

Yy, = ,/%Hbaxwz@ (2.9)

4. Alice, knowing the training matriX,, estimated,;, (e.g. using (3)). Then, she plugs the
estimate ﬁba) in (3) and, knowing her own training matriX,, she estimates the fed-back

CSIH, from (5).

2.3.3 Comments on Echo-MIMO

Certainly, Echo-MIMO provides significant gains -compavéith Quantized Feedback- in terms
of processing delays at Bob's side, as the received sigremhieed on the fly. However, it has at

least the following shortcomings:
e Two transmissions ((5), (6)) are required from Bob beforieé\tan estimate any channel.

e The noiseZ, is echoed as well, therefot®, in (5) involves noises of both Alice’s inward
and outward channels. Thus, there is a legitimate concemwhmther the echoed noise
significantly affects the estimation accuracy of chanHg}, (and in turn the achievable

capacity during the adaptive transmission).

These limitations will be further investigated in the felimg section.

2.4 Proposed Scheme

In what follows, we present a feedback scheme that overctineegreviously mentioned limita-

tions while preserving the advantages of Echo-MIMO.
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2.4.1 Transparent Inband Feedback (TIF)

To reduce the number of feedback transmissions from two ¢éowe suggest that the two signals
be combined together after being projected on subspacesepdy two orthogonal matricd3
and Q. These matrices are required to be full rank (for channettifiability) and to lie in the
null space of each other, i.€Q = 01 z. Owing to the rank-nullity theorem, a requisite for such
matrices to exist is thak’ > L > M + N, K being Bob's training sequence length. Besides, we
require these matrices to be unit norm, so that noise be matneed by the processing at Alice’s

side. The proposed feedback scheme consists of the foljostaps:

e Asin Echo-MIMO, Alice sends her signal matriX, to Bob through the chann#l,,;,. Bob

receives:

Y = HuXo+Zp (210)

e Unlike Echo-MIMO , instead of echoing(,;, as received, Bob estimates the charidg),

(knowing X,,) and uses this estimate to reproduce a less-noisier rayli¥g,:
fYV’ab = (Hab + AHab) Xa (2-11)

where AH,;, denotes Bob’s estimation error. It will be shown, later,ttthés operation

significantly enhances the estimation accuracy at Alides.s

e Unlike Echo-MIMO , instead of sendind ., and X, in two transmissions, Bob sends the

following mixture:

Pa -~ Pb H
vV = —Y_ P —X 2.12
N YaP T4/ »Q (2.12)

whereP ¢ CI*K Q e CK*L, p, andp, denote the average transmit powers dedicated
to the echo and Bob’s training signal, respectively &ndenotes the Hermitian (conjugate

transpose) operator.

e Alice receives:

Yoo = HpaV +Z, (2.13)
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= \/ i (Hay + AH) X,P + | U HLX,Q7 + 2,

Now we show how Alice can estimate both unknown chankgJsandH,,, without requir-

ing any further transmissions from Bob. This estimationcisieved in two steps:

e Multiplying the received signal by Q(Q Q)~! zero-forces the term inP:

Y. Q(Q7Q)~ \/> Hy X, + Z,Q(Q7Q) ™! (2.14)

Knowing Bob’s training matrixX;, Alice now can estimate the chanridl,,.

¢ Multiplying the received signal by P (PP*)~! zero-forces the term inQ*:

Yy, PT(PPH) ! = | [UH, Hy X, + 2 (2.15)
where
Ty — 'O—]\C;HbaAHabXa + Z,PH(PpPH)! (2.16)

Using the channel estimaﬁba obtained in the previous step and the training sequ&hgeilice

can estimate the chanrHl,;. Fig. 2.4 summarizes the proposed scheme.

2.4.2 TIF vs Echo-MIMO, A Comparative Study
Feedback in TIF is less-noisier than that in Echo-MIMO

We demonstrate the following:

Lemma 1 The noise matriX; in (5) is zero-mean, and its variance is given by:

Pa0? ol
Ugcho - N_CZLWKZ 2 b

wheres?, o2 denote the noise variances of Alice’s outward and inwarchcieds, respectively, and

(Xi)1<i<, denote the eigenvalues of matkik,, H;,, € CV*" of rankr < N,
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Figure 2.4: Proposed two-way communication scheme for E&llfack in Closed-Loop MIMO

Proof The fact thatZ, is zero-mean is straightforward (direct application of ghectation,

channel matrices ang are constants and noisés andZ,, are zero-mean). The noise variance

is given by:
1
Oeeno = 7¢I (E{Z1Z{'}) (2.17)
2 2
Pa0y H Oy
- Tr (H,, H —b_ 2.18
i (HeaHy) + 570 (2.18)
2 r 2
_ _Pa%g 2. %
= NMK;)\Z+MK (2.19)
Q.E.D.

Lemma 2 Assume that the estimation errd&H,,;, has zero mean and varianeé, [11], and that
X, is unitary. Then, the noise matri, in (12), (13) is zero-mean and, using the same notations

as Lemma 1, its variance is given by:

2 T 2
PaO gy o
U%IF = 7Naﬂ [K )\22 + MK [GK
i=1

Proof Similar to that ofLemma 1
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Theorem 1 Assume a unit transmit power, i.e, = 1. Then, irrespective of the chanrHl,,,

feedback in TIF is always less-noisier than that in Echo-IdIMe.:

2 2
orirp < Oecho v Hba

Proof In Section Il, we have already assumed noises to have similae variances. This yields:

p o2
OFIF — Orcho = — ijw T ZAQ (2.20)
From [11], we have:
o = _ (2.21)
1+ M“ L
Therefore:
2 1— 2 L
0% — o2 = % ( 2"“L i1) (2.22)
g + i

In TIF, owing to channel identifiability requirement, we leadv > N + M > M, therefore% > 1

and the fact that2 > 0 concludes the proof.

Hence, we can see that the noise power in the proposed fdedtlaeme is less than that in
Echo MIMO. This improves the estimation reliability of bathannelsH;, andH,;, as will be

later observed in the numerical examples.

TIF Is No Less Power-Efficient Than Echo-MIMO

We express power efficiency in terms of how many symbols arestnitted in both cases for the
same transmit power. Fig. 2.5 compares the time slots in Btfhand Echo-MIMO and the
involved transmit powers. It is self-evident that allogtithe same power for both schemes during
a time slot of lengthV + M symbols implies thap = p, + pp. In Echo-MIMO, this power is
used to transmifV pilots of Bob andM pilots of Alice, i.e., a totalV + M pilots, while in TIF,

it is used to transmitV + M pilots of Alice andN + M pilots of Bob, i.e., twice as much as
in Echo-MIMO 2 x (N + M) pilots). In theory, onlyN pilots (resp. M pilots) are required
to fully identify the channeH,, (resp. H,;). In such a case, both TIF and Echo-MIMO have

the same power efficiency as the total pilot duration from Bolice is N + M symbols. In
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Conventional (Echo-MIMO)
N M

P 1 Bob's pilots Echoed pilots

Power

Proposed (TIF)

'{) Echoed pilots :[)(,
Bob's pilots eﬂh

N+M

Time

Figure 2.5: Comparison of the time slots of Echo-MIMO and Fikerms of transmit power and
number of transmitted pilots

practice, however, more pilo®”’ > N (resp. M’ > M) may be required to ensure reliable
channel identifiability. In such a case, Echo-MIMO basedeiys are required to increase their
power to transmitV’ + M’ pilots during N’ + M’-symbol durations. In TIF, howeveN’ + M’
pilots may be transmitted duriny + A/-symbol durations only, owing to channel orthogonality
(provided thatL. > N’ + M’, the channel identifiability requirement). Thus, if moréots are

needed than the theoretical minimum, TIF is more power efitcdihan Echo-MIMO.

Cost of TIF

Unlike Echo-MIMO (where Bob echoes Alice’s signal on the flJ)F requires some processing
at Bob’s side. Channel needs to be estimated at Bob’s sigEa(liestimation,®@ (NV)), and overall
three additional matrix multiplicationsX (N?)) and one matrix additionc? (V)) are required,
vis-a-vis Echo-MIMO. However, we believe this extra presiag can be tolerated as it trades for

a significant increase in the estimation accuracy of Alibeth inward at outward channels.

2.5 Numerical Examples

In this section, we report results averagir@ runs performed through computer simulation. A
4 x 4 MIMO system was considered, and channels were modeleavioipDent’s Rayleigh block

fading model [39]. By definition, the channel’s coherenceetiT.., is given by:

C

T. 2
C 8fcl/7

(2.23)

wherec, f, andv denote the speed of lighs (x 10% m/sec), the carrier frequency in Hz and the

node speed in m/sec. In our simulations, the carrier frecquevas set to 2.4 GHz and Bob's
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Figure 2.6: Channel estimation accuracy in terms of NMSE (dB

speed to 20 km/hr. Furthermore, the transmission rate wase 428 Kilo (BPSK) symbols per
second (Ksps). Therefore, channel coherence time allowsdosmitting roughly 358 BPSK
symbols, see section 2.2.4. Finally, orthonormal sets lotgivere obtained from a Hadamard
matrix and 4 pilot symbols per antenna were transmittedyesieannel coherence time (thereby
leaving roughly 350-symbol duration for data transmissias a 4-symbol duration is dedicated
to sending pilots from Alice to Bob and another 4-symbol tiorais dedicated to sending pilots
from Bob to Alice). Besides, out of concern for fairness {@isis Echo-MIMO), equal powers

were allocated between the echoed pilots and Bob’s pilots.

2.5.1 Evaluation of the Estimation Accuracy

Fig. 2.6 illustrates the estimation accuracy of Alice’sthiotward and outward channels in terms of
the Frobenius-norm-based Normalized Mean Square ErrolSENMh dB. Regarding the channel
H,,, we observe that both TIF and Echo-MIMO have similar estiomaaccuracies. This result
confirms the previous intuition that the orthogonal prag@tioperations by Alice are practically
seamless and do not cause any information loss. As for tharchehannelH,,, we observe
a better estimation accuracy of the proposed scheme thawoftilee conventional one. This is
owing to the noise reduction at Bob’s side in the propose@rseh These results confirm the
intuition that a proactive action to mitigate the effectglad noise in the received signal (echoing
an almost noise-free signal) is better than a reactivera¢tio-the-fly echoing the received signal
with its noise, then accounting for its variance in the weighthe LMMSE estimator at Alice’s

side).
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However, it is noteworthy that the accuracy gains of the psep compared with Echo-MIMO
decrease as the SNR increases. We shall provide an intaitidean analytical interpretation of

this observation.

¢ Intuitively, we have mentioned that TIF out-performs EdtMO owing to the noise re-
duction operation at Bob’s side, which allows the latter ¢tha Alice’s signal practically
noise-free. However, when SNR increases, the noise degradgless significant, in which

case TIF and Echo-MIMO achieve similar performance.

e Analytically, we have shown in Theorem 1 that TIF outperferEicho-MIMO whenever
the estimation error at Bob's side?,, is smaller than the noise variance at Bob's sitfg,

Further, we have:

2 2
o - e (2.24)
o 1+1\§5§
L
= g2y L (2.25)

M

Clearly, when the noiseg decreases, so do the benefits of TIF w.r.t. to those of Echo-

MIMO.

Thus, we may conclude the following: while in theory TIF ajwautperforms Echo-MIMO, the

estimation accuracy gains are interesting when the noiBelas side is non-negligible.

2.5.2 Evaluation of The Spectral Efficiency

In the absence of estimation error, it is known that the spkefficiency (channel capacity per
Hertz of bandwidth) of a MIMO system with channel matkk where the transmitter employs a

linear precodingG and the receiver employs a linear precodings given by:

wheres? denotes the noise variance. Whereas, in the absence ofdstinerror, the spectral

efficiency is given by:

Coypg = logdet <1N + ﬁ (FHG) (f‘H@)H> (2.27)
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Figure 2.7: Spectral efficiency with prefect and estimatesl. Different MIMO precoding

schemes.

Table 2.2: Precoding weights at the transmitter and theévexctor different precoding schemes.

Precoding Matrix Decompo-| Precoding At Thel Precoding At The
sition Receiver F) Transmitter G)

SVD H=UZV Ut Vi

ZFBF Not applicable None Hf

QR H=QR Qf R'

From (2.27), as pointed out in [40], it appears that chanst@hation error has two negative effects

on the spectral efficiency formula:

1. The precoding matrice8 andG become ill-matched with the channel matkik

2. The noise term is increased by the variance of the estmaibwer, thereby reducing the

effective SNR.

In this paragraph, we evaluate the achievable spectraiegftig of the adaptive transmission using

perfect and estimated CSI under different precoding sche@¥D-based, Zero-Forcing Beam-

forming (ZFBF) and QR-decomposition-based precoding. tRerafore-mentioned precoding

schemes, the precoders at the transmitter and the recedveummarized in Table 1, whetale-

notes the matrix Moore-Penrose pseudo-inverse. It follkiasthe spectral efficiencies achieved
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by such precoders in the absence of estimation error ara bive

Csvp = logdet (IN n % (UT HVT> (UTHVT>H> (2.28)
Cyrpr = logdet (IN + % (HTH) (HfH>H> (2.29)
Corn = logdet <1N n % (QTHRT ) (QTHRT )H> (2.30)

while the formulas in the presence of estimation error catiially derived from (2.27).

Fig. 2.7 illustrates the achievable spectral efficiencyhef &fore-mentioned schemes. The
spectral efficiency has been plotted in logarithmic scatabse these schemes achieve capacities
with different orders of magnitudes. First, we observe thatproposed scheme (TIF) outperforms
the conventional scheme (Echo-MIMO) for all three precgdichemes. Indeed, it has already
been shown that TIF has a better estimation accuracy cochpéite Echo-MIMO. Such increased
estimation accuracy yields a lower estimation etrjrand precoders that are better matched with
the real channeH. However, such capacity gains are more pronounced in theSNR regime.
As the SNR increases, we have seen that the estimation agcgains of TIF are decreased,
because echoing the noise does not hurt Echo-MIMO much. é{eves conclude once again that
the proposed scheme is more suited for situations whereoiBe at Bob’s side is non-negligible.
Finally, we observe that the highest capacity gains areirddawith the SVD-based precoding,
since the latter is the capacity achieving precoding [18]iarvery sensitive to channel estimation
accuracy. The smallest capacity gains are achieved withFZ=Rhe latter requires no precoding

at the transmitter, thereby becoming less sensitive to @iduracies.

2.6 Conclusion

In this chapter, based on the concept of Echo-MIMO, a lowrey power-and-bandwidth efficient
feedback scheme was presented. The echoed signals aiegsticombined with the receiver’s
signals such that their separation at the transmitter &des, and that no extra transmit power nor
bandwidth be required. In addition, we confirmed the inbumitthat feeding back an estimate of
the received signal is better than echoing the received sigsial on the fly and dealing with the

noise effect upon feedback reception.



Chapter 3

On Keyhole Effect Mitigation Through

Relay-Assisted Communications

3.1 Introduction

One reason behind the popularity of multiple-input-mddtiputput (MIMO) systems is their high
spectral efficiency [15], [7]. Assuming channel state infation (CSI) availability, it is known
that the capacity of a MIMO channel between &i-antenna transmitter and aiz-antenna
receiver isn times that of a single-input-single-output (SISO) chanmdieren is the rank of
the MIMO channel gain matrix, less than or equakhitm{ N7, Nr} [7, 10, 15]. In particular, if
the channel matrix has full rank (a so-calléch-scatteredenvironment), channel capacity scales
with min{ Ny, Nr}, i.e.n = min{ Ny, Ng}. From this perspective, it is interesting to determine
conditions under which channel matrix has full rank, andrtsuge that these conditions are met
so that channel capacity is maximized.

While it has been long believed that decorrelating tranami¢nnas (e.g. by sufficiently spac-
ing them) amply ensures a full-rank channel matrix [16, 1&¢ent works [16—18] demonstrated
that in a so-called keyhole/pinhole scenario, channelimb#s unit rank.even when its entries
have zero correlations between each oth8ubsequently, the benefits of rich scattering are sup-
pressed, and channel capacity scales as that of a SISO tkiaane = 1).

Such a frustrating result was first theoretically predidtefl6, 17], and later verified through
an experimental testbed in [18]. MIMO keyholes occur whetticavaves come across metal
obstacles with small holes only through which they can pgapa épatial keyholessee Fig. 3.1).

They are also encountered in urban environments with deecsireet canyongnarrow streets

55
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bordered by tall buildings), and in some indoor environreesuch as corridors, hallways and
subway tunnels, settings which may act as single-moded guitkes at large distance from the
source, thereby allowing only a single electromagnetic entadpass throughnfodal keyholgs
Finally, outdoor keyholes may also occur owing to a diffiattat rooftop edgesdfffraction-

induced keyholgq17].

Because the keyhole channel has unit rank irrespectivedaidecorrelations or the number
of deployed antennas, such degeneration seems to havehoemgyt of as irremediable. Indeed,
related literature has been limited to system performamedyses in the presence of keyholes:
achievable outage capacity regions [23, 24], performamadyses in multiple keyhole scenar-
ios [25, 26], performance of STBC codes in keyhole enviroms1¢27—29], evaluation of level
crossing rate (LCR) [30] and pairwise error probability J;3tb name a few. There seems to be
no related work that has attempted to provide a solution ¢b gsue, perhaps with the exception
of [17] where the authors pointed out that a horizontal ayeament of rooftop antenna arrays mit-
igates diffraction-induced keyholes. Regrettably, tluksison proves inadequate to combat other
kinds of keyholes (e.g. spatial keyholes or modal keyhol&s)the best of our knowledge, there

has been no universal solution for the MIMO keyhole problendate.

In this chapter, we investigate whether cooperative ditje(selay deployment) can mitigate
keyhole effects. A MIMO relay channel is depicted in Fig. .3IRbrings into play three nodes
(source, relay and destination) and three channel gairigestienoted b¥', G andH. In down-
link channels of cellular networks, source and relay nodediged base stations (BS) arbitrarily
positioned by the network operator. Therefore, we assuatdltle source and the relay nodes are
positioned such that the channel between thEmp enjoy rich scattering. Cases wheither of
the channels involving the destination (i@.or H) is keyhole-free are trivial, as either the direct
link (source-destination) or the relayed link (sourceayetlestination) are keyhole-free. Hence, we
focus in this work on the more challenging scenario wheth channels involving the destina-
tion (i.e. G andH) suffer from keyhole effects (i.e. have unit rank). Thisl&@raging assumption
is also in line with practical scenarios as it makes no assiompon the destination’s mobility
pattern or localization (in downlink channels of cellulatworks, the destination is traditionally a
mobile station (MS)). Finally, we only considdegradedrelay channels, i.e. channels where the

source-relay signal is better than the source-destinaigmal, as it is often the case [41].

Under such framework, we take aim at determining necessadysafficient conditions for

keyhole mitigation to be feasible.
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Figure 3.1: A MIMO (spatial) keyhole scenario

We make the following findings:

1. There exists a “cutoff” relay transmit powét” above which the keyhole effects can be

mitigated (i.e. MIMO capacity i& = min{ Ny, N} times that of a SISO system).
2. Decreasing the relay transmit power belBjvmakes the keyhole effect unresolvable.

Besides, we provide a closed form expression for the relystnit power threshold;", which
we find to be function of the source transmit power and the wblamatrices brought into play in

the considered relaying scenario.

Hence, assuming appropriate power allocation, cooperdfiersity is put forward as an effi-
cient way to mitigate MIMO keyhole effects, even whawththe source-destination and the relay-
destination channels are unit-rank. Furthermore, as weetdlce problem from an information-
theoretic perspective, the proposed solution is univelshg indifferent to the physical origins

behind the keyhole phenomenon.

The remainder is organized as follows. We start by presgimirSection 2 the system model
and preliminaries related to our study, then we derive aeddsrm for the capacity of the MIMO
degraded relay channel. From this closed form, we infer icti&e 3 necessary and sufficient
conditions for keyhole mitigation to be possible under @asi CSI assumptions. Ultimately, we

provide numerical examples in Section 4 and we conclude ouk ¥ Section 5.
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3.2 System Model and Preliminaries

3.2.1 System Model

A generic MIMO relay channel is presented in Fig. 3.2, whbeettansmitter, the receiver and the
relay are equipped with multiple antennas. For simplicitg, assume same numh&r of trans-
mit/receive antennas for all three entities, iy = Nrp = N. Source-relay, relay-destination
and source-destination channels are denoteH' 8¢, H, respectively. These are assumed to be
frequency-flat, complex-valued and subject to RayleiglntadSignals transmitted by the source
and the relay are respectively denotedshyk; and are assumed to be zero-mean complex random
vectors. Signals received by the relay and the destinatimregpectively denoted by, y. These

are corrupted by additive zero mean white Gaussian (ZMW@esa, z of vanances;?l, oz,

respectively. Thus, the MIMO relay channel can be modelethéyollowing equations:

yi=Fx+2z
(3.1)

y=Hx+Gx;+2z

Finally, source and relay transmissions are subject to poaestraints that can be modeled

as follows:

tr (Qux) 2 tr (E {XXT}> <P

(3.2)
tr (Quyx;) = tr (E {xlxi}) <P

whereQxx, Qx,x, denote the covariance matrices of signalx;, respectively.

3.2.2 Preliminaries
On The Keyhole Effect

Consider a point-to-point MIMO scenario made up by¥aantenna transmitter and arantenna
receiver, and assume perfect CSI to be available to bothnehamdpoints. Then, it is widely

acknowledged that the achievable capacity is given by B0, 1

N
= ) (log (1)) (3.3)
=1
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Source [ X y Destination

Figure 3.2: The general MIMO relay channel

wherep denotes thevaterfilling leve| a parameter chosen to meet a given power constraint and
()‘i)lgiSN denote the squared eigenvalues of the channel mHAtrikrom (5), one may infer that
the higher the channel rank (i.e. the more non-null eigemsathe channel matrix has), the greater

the channel capacity.

In a keyhole environment, however, channel maltfixis the outer product of two random

vectorsf, g [16-18] (see Fig. 3.1):

H = fog (3.4)

2 fogl (3.5)
hel . fel

= Lo (3.6)
fugl . fugl

which clearly has unit rartk Therefore, under such circumstances, MIMO channel capisano

better than that of a SISO channel, as only one channel &tignis non-null.

The Degraded Relay Channel

The relay channel of Fig. 3.2 is completely defined by spéuifyhe probability density function
p(y,y1|x,x1) [41]. We start by recalling the definition and capacity ttegorrelative to the

general degraded relay channel.

4 row;

'Observe, for instance, that any two rows are linearly depenigincey 1 < i, j < M, row; = 7
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Definition 4 ([41]) The relay channel is said to be degraded if:

p(y,yilx.,x1) = pyilxx1)p(ylyr,x1) (3.7)

Theorem 2 ([41]) The capacityC of the degraded relay channel is given by:

C= 1Enax) min{I (x,x1;y),I(x;y1|x1)} (3.8)
p(xx1

In [41], it is proved that the relaying strategy that achgetlee aforementioned capacity region
is Decode-and-ForwardDF). Therefore, this strategy will be considered here. Ugtowe shall
briefly and intuitively explain such strategy, the inteegsteader is kindly referred to [41] for

further details.

3.2.3 On Decode-and-Forward (DF) Relaying

Let us consider the following situation: A wireless BS - MBKlias depicted in Fig??, with a
channel capacity’ = I (x;y). The BS wishes to transmit at a ralehigher thanC'. If we only
rely on this link, then Shannon’s coding theorem (statedhaer 1) informs us that the MS will
not be able to reliably understand the messages transrigtdte BS, as® > C. Therefore, we

would like to use the relay to increase the capacity to a vatue R > C.

Outline

DF relaying is made of two time-slots, as follows:

1. In the first time slot (Fig. 3.3(a)), BS broadcasts theridezl message to the MS and
the relay, at rateR such thatC’ > R > (. In the degraded relay channel, the relay is
expected to have better understanding (reception qualitije transmitted message (only
a better-informed relay would be able to help the MS) thanMiig& This can be achieved
by placing the relay closer to the BS than the MS is. In otherdaathe BS - relay channel

enjoys a channel capacifyr = I (x;y1) greater than or equal 1©’.

2. In the second time slot (Fig. 3.3(b)), the MS would have samcertainty about the trans-
mitted message, given th& > C'. Contrarily, the relay is assumed to have understood the
message, as the transmit ratg falls below the capacit¢’'r of the channel between the BS

and the relay. Thus, the relay serstsnesignaling informationk; to help the MS resolve
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Figure 3.3: Decode-and-forward (DF) relaying.

its uncertainty about the messagieln practice, such signaling could be, for instance, extra
parity bits in case the BS’s transmission is LDPC-encodeadgtirig the same time slot, it is

suggested that the BS may send a subsequent message fer fymtiatral efficiency.

A Hint On The Capacity Derivation

Next, we hint on how the capacity bound for the degraded retennel was derived. We shall

only explain the converse, while we refer the reader to [di}Hie achievability proof:

e We have 2 transmitters (BS, Relay) and 1 receiver (MS). Tosreby definition, the ca-
pacity C' is lower than (or equal to) the mutual information of the amelrbetween BS and

the relay on one side and the MS on the other:

C <I(x.xiy). (3.9)

e On the other hand, according to the relaying scheme that wdtioned earlier, in order
for the relay to help the BS, the relay must understand thesagesin the first time slot.
Therefore, the BS should transmit at a rate lower than thereiaapacity of the BS Relay

channel, i.e.:

C <I(xylxi). (3.10)

e Combining the two results, we get:

C <min {I(x;y|x1)}. (3.11)
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¢ Inthe literature [41], it can be shown that the afore-mergtbrelaying scheme achieves the

upper-bound on capacity for the degraded case, i.e.:

C = min {I(x;y|x1)}. (3.12)

3.3 On Keyhole Effect Mitigation

3.3.1 Problem Statement

As explained in the introduction, we focus on the more cingiileg case wherboththe source-
destination channek, and the relay-destination chann€l, incur keyhole effect (i.e. have unit
rank). From previous capacity results, we would like toiimfecessary and/or sufficient conditions
under which the keyhole effect can be mitigated (i.e. cdpastales linearly withn = N),

assuming the source-relay chanr|,is rich-scattered (i.e. full-rank).

3.3.2 The Fixed Channel Case
Capacity Results For The MIMO Degraded Relay Channel

Proposition 1 If the afore-described MIMO relay channel is degraded; i.e.

p(y,yilx,x1) = p(yilxx1)p(ylys,x1) , (3.13)

channel capacity is as follows:

C¢ = min{Cy,Cy} (3.14)
where:
1 i 1 ;
C1 = log Iy + ;GQXWG + ?HQXXH
z z (3.15)

1
Iy + — FQuF! ‘

z1

Csy = log

Proof See Appendix A
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Mitigating The Keyhole Effect Under Uniform Power Allocati on Constraint

Theorem 3 Consider a degraded keyhole channel where the source atlagnelF is full-rank
and both the source-destinatidd and the relay-destinatiolc channels are unit-rank. Then,

there exists a relay transmit power threshatl such that:

e For any relay transmit poweP; > Py, keyhole effect can be mitigated, i.e. capacity scales

linearly with V;

e For any relay transmit poweP; < Py, keyhole effect cannot be mitigated.

Moreover, when the source equally allocates its transmitgroP among its transmit antennas,

Py is given by:

Pr = a2 ﬁ <1 + qu) — £77 -1 (3.16)
! 7 \i=1 NU§1 ! 72

where~, n resp. denote the only non-null squared eigenvalue&dfl and,vV 1 < i < N, ¢;

denotes théth squared non-null eigenvalue Bf

Proof From Theorem 1, we know that the capacity of the general degreelay channel is given

by:

Cc? = min{C,Cs} (3.17)

From (3.15),C, andCs are given by:

Cl = log

1 1
IN + ;GQX1X1 GT + ;HQXXHT'
: z (3.18)
Iy + —QFQXXFT'
ag

z1

Cy = log

Of all three channel matricesnly F is full-rank. Therefore, onl\(C> scale linearly withV. It
follows that channel capacity? scales linearly with the number of antenrifismin {Cy, Cy} =

Cs, which is equivalent to:

1 1 1
Iy + EGQXIXIGT - ;HQXXHT‘ > 'IN + U—QFQXXFT (3.19)

Z Z1
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As we assumed equal power allocation, the right expressi¢d.19) reads [10, 15]:

1
I + — FQucF!

N
z1 ‘

= ]I (1 + %%1@) (3.20)

i=1

whereg; denotes theéth non-null eigenvalue dfFFT, which is theith non-null squared eigenvalue
of F.
On the other hand, because chanfdland G are unit-rank, the left expression in (3.19)

simplifies to:

1 1 P, P
Iy + 5GQ,,,, G + —2HQXXHT' = 1+ 57+ =7 (3.21)
o (o (o (o

z

where-, n are the only non-null squared eigenvalue€hfH, respectively. Therefore:

N

P P P
> — —n > —Q; .
C1>Cy & 1+ gl + ol i||1 <1 + NoZ ¢Z> (3.22)
0'2 N
s P>z (H (1+ wron) = B - 1> (3.23)
Z:1 z z

Q.E.D.

Mitigating The Keyhole Effect Under Waterfilling

Waterfilling is achieved by allocating power to each eigedendepending on the value of each
non-null channel eigenvalue, with the evident assumptiat &t least two eigenvalues be non
null?. In the setting considered in this work, only the channeiieen the BS and the relaF,
has more than one non-null eigenvalue, therefore BS cary agyibrfilling only to that channel.
Denote byu the waterfilling levels relative to the power allocation be teigenvaluegs, ..., ¢ n .

Then, the Shannon capacifyy of the channeF between the BS and the relay reads [15]:
N
Cy = Y (log (uei)” (3.24)
=1
subject to the total power constraint [15]:

N 1 +
Z(;L—@) = P (3.25)

i=1

2if only one eigenvalue is non-null, then necessarily allgbeer will be allocated to that non-null eigenmode.
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Recall that, owing to (15), the keyhole effect can be miggdff C; > C,. This implies:

P P N

1 +

1+ 0—27 + 0—277 > ;1 (log (pAi)) (3.26)
To conclude:

Theorem 4 If the BS allocates its power by means of waterfilling, thardan the assumptions
and notations of Theorem 2, the keyhole effect can be métigiit the relay transmit power is

above a power threshol®;" given by:

0'2 N
P == (Z (log (X)) — ;n - 1) (3.27)

wherey denotes the MIMO waterfilling level.

3.3.3 The Stochastic Channel Case

In 3.3.2 , we provided necessary and sufficient conditiomsaadownlink transmission protocol
that ensure that the keyhole effect is mitigatgdany time under the degradedness assumption.
In particular, we found out that the relay transmit power,needs to be adjusted w.r.t. the BS
transmit powerP every time any of the channels change to a new realizatiath thatP; is
always above a certain threshdRf that we found out to be funtion of the channels’ eigenvalues
and the SNR parameters of each channel.

This proposal, though it mitigates the keyhole effect, mayédwver have some limits. In some
situations, this procedure may be regarded as time-conguorias computationally-expensive,
as it requires the power threshold to be recomputed evenry &ny of the channel matrices is
changed. Besides, the accuracy of the computed power thdeBti is sensitive to the accuracy
of the computation of the channels’ eigenvalues, thereqyiring a sufficiently accurate channel
estimation. Though this may be achieved through longenitrgi sequences in slowly-varying
MIMO channels, it may be unfeasible in other cases, for man transmissions based on fre-
quency hopping or in high-mobility scenarios where therfgdilock length is too short to allow

sufficiently long training sequencesEven more, CSI may be unavailable to the transmitters (BS

%In such situations, the channel realizations are constptfor a short period of time (i.€" <), thus if too long
training sequences are used (i.€Tif>>), not enough time is left for data transmission (fg.= T — T}, <)



66 CHAPTER 3. ON RELAY-ASSISTED KEYHOLE MITIGATION

and/or relay), e.g. in open-loop MIMO settings. Finallylldar systems usually obey average
transmit power constraints rather than instantaneous ones

Given all the above, it would be desirable to determine alammiecessary and/or sufficient
condition on theaveragerelay transmit power, that ensures the keyhole effect atitg, yet
without requiring thea priori knowledge of any channel state information. This raisesrést
in the notion ofergodic capacity rather than determining a relaystantaneougpower threshold
that ensures that thiestantaneous capacitt a given timet scales linearly with the number
of antennas, we will attempt to determine a threshold on ¢feyaveragetransmit power that
ensures that thergodic capacityi.e. capacity averaged on the channel realizations [X&les
linearly with the number of antennas.

By definition, we have:

P P
Cl,avg = IEH,G {log <1 + O__;'Y + ;77) } (328)

N P
CQ,avg = EF {log (l | <1 + W@bg)) } (329)
=1 Z1

Following the reasoning in 3.3.2, the keyhole effect can litggated if and only ifC 4,y >

C2,avg, OF €quivalently:

P P N P
E log [1+ 22~ + = > Epll 14+ — o .
H,G{og< +Ugv+agn>} > F{Og (E( +NU%1¢Z>>} (3.30)

As log is a concave function, applying Jensen’s inequality [42]ds the followingsufficient

condition:

P P P
log (EH,G {1 + —;7 + —277}> > Erp {log ( (1 + —2¢2>> } (3.31)
lop lop e Nog,

1=

The expectation averaged on chanridlsG is given by:

(1>

P P S P P
En,q {1 + —év + —277} / / <1 + —év + —2?7> Py (v, mdydn  (3.32)
0y 0y 0 0 gy 0y

wherep, ,(v,n) denotes the joint distribution (probability density fuoct, pdf) of (v,7n). In
principle, channelsz andH are decorrelated since they involve two different trantarst (the
BS and the relay, resp.) that are located apart from each btha distance far larger than half

the wavelength (which is of the order of the cm for carriegtrencies of the order of the GHz).
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Hence, the joint pdf satisfies:

Pya(1:m) = py(V)Py(n) (3.33)

thereby simplifying (3.32) into the following:
P P o o P, P
En,c {1 + 2+ —277} = / (/ (1 + oy + —277> p»y(v)dv> py(n)dn (3.34)
0% 0z 0 0 0z 0%

It is well-known that the matriceBF’, GG and HH' follow a Wishart distribution [15],
which is basically an extension of the Chi-Squared distigiouto random matrices. The joint pdf

of the unordered eigenvalues, ..., Ay of a Wishart-distributed random matrix is given by [15]:

1 _ .
P An) = e =N T - ) (3.35)
) i<j

whereK is a normalizing factor.

As ~, n are the only non-null eigenvalues of their respective roag;i it follows that:

1 _

py(v) = WK{’YQG 7 (3.36)
1 _

Pn(n) = N!KWUQG K (3.37)

py (), py (n) are pdfs, thus they must sum (integrate) to 1. Sifiger?e~dt = T'(2) = 1

(wherel" denotes the Gamma function), it follows thef— = xir- = 1.

Bearing in mind thatf;* t"e~*dt = I (n) = (n — 1)!, we get:

z

p P oP, 2P
EH7G{1+—;W+—277} = 1+ + = (3.38)
o o lop

z z

On the other handig {10g <H¢]\i1 <1 + #élgbl))} is the ergodic capacity of a traditional

point-to-point MIMO channel, whose expression has alrdaglgn developed in literature. This

was found to be [15]:

N-1

Er {log <ﬁ (1 + %@')) } = /OOO log (1 + %qﬁ) Z L, (¢)? e=?d¢(3.39)
Z1 k=0

i=1 z1
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whereL, is the Laguerre polynomial of ordér Thus, owing to (3.38) and (3.39), the sufficient

condition for keyhole mitigation becomes:

N-1

log (1 + %‘—If} + @) > /0 log (1 + %%¢> > Li(¢)’e?dg,  (3.40)

z z ]C:O
from which the following theorem can be easily inferred:
Theorem 5 From an ergodic capacity perspective, under the assumgtim notations of Theo-

rem 2, a sufficient condition for the degraded MIMO relay afgrto mitigate the keyhole effect is

that the relay average transmit pow€ ,,, be above a threshol@; . given by:

z

P} _% 7 1+@ Nz_lL( 2 ~0qp | — Hav 4 (3.41)
l,avg — 2 exXp 0 og No_gl — k ¢) e ¢ o2 .

whereF,,, is the average transmit power of the BS albgdenotes the Laguerre polynomial of

order k.

3.4 Numerical Examples

In this Section, we numerically evaluate the analyticalitssof Section 3 relative to keyhole
effects mitigation, when DF is the relaying strategy impbmted by the relay node. Reported
simulation results have been averaged over 10,000 chaealiations. Our aim is to confirm
that, owing to our transmit power requirement, capacity scalethwhe number of antennasy,
whenF is full rank, even ifH, G are unit-rank For this sake, unit-rank channd$, G were
generated as the normalized outer product of random complers uniformly distributed over
the unit sphere, while channElwas generated with i.i.d. entries such that it has full rank.

Fig. 3.4 portrays the capacity scaling with the number oéanas, for different SNR values.
First, we observe that, -the capacity when the proposed power constraint is not, miees not
scale linearly with the number of antennas. This is owindp&fact that both channeld, G incur
keyhole effect: No matter the number of antenddsG have only one non-null eigenvalue each,
that affect the scaling af’;. Contrarily, Cs, -the capacity when the proposed power constraint is
met-, scales linearly witlv, thereby exceeding; when N > 2. Hence, under such settings, we

clearly observe that satisfying the proposed transmit poaguirement ensures that the capacity
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Figure 3.4: Comparison of the scaling @f, C5 with IV, the number of transmit antennas, for
SNR= 5, 10 dB. In this exampleH, G incur keyhole effects (i.e. have unit rank), whieis
full-rank.

scales linearly with the number of antennas, despite havai channeld, G incur keyhole

effects. Thus, the relevance of our claim in Theorem 2 istaddid.

Furthermore, Fig. 3.5 portrays the capacity scaling witlRSfor different numbers of trans-
mit antennas. Out of concern for fairness, same SNR values se&t for the different channels
involved. Again, we observe that, under the aforementicasilimptions(’; scales with SNR
better thanC;. Indeed, in the expression @f; (3.21), SNR is multiplied only by 2 eigenval-
ues, irrespective oV, whereas in the expression 6% (3.20), SNR is multiplied byV non-null
eigenvalues. Hencé,> would scale with SNR better thaf; wheneverN > 2, again another

impediment owing to the keyhole effects underwent by chie G.

As explained earlier throughout the previous sections efdimapter, the capacity gains are
owing to the relaying strategy as well as the suggested pall@ration. Indeed, had we used a
different relaying strategy, say amplify-and-forward (jAthe relay’sdatatransmission would also
not help deal with the keyhole effect. Contrarily, the DRatgy is such that the relay is sending
signaling information, hence the modified capacity formukurther, the use of the proposed
power allocation ensures that the total system capacitglisreliant upon the capacity of the BS
- Relay portion by ensuring that this portion always has allemeapacity than the remainder of

the channel.
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Figure 3.5: Comparison of the scaling ©f, C>, when N = 4, 8. In this exampleH, G incur
keyhole effects (i.e. have unit rank), whikeis full-rank.

3.5 Conclusion

In this chapter, we considered the problem of ensuring MIMfacity linear scaling with the
number of transmit antennas when the destination suffens & keyhole effect. We demonstrated
that cooperative diversity (relay deployment) can mitigatich phenomenon. Precisely, under
degradedness assumption, if the source-relay channdl imifik, we proved that there exists a
“cutoff” relay transmit power above which keyhole effecencbe mitigatedrrespective of the
ranks of the source-destination and relay-destinatiomecieds We devised the closed form of this
power threshold as function the source transmit power amdtiannels brought into play in the
relaying scenario. Furthermore, we also provided a sufficdendition for keyhole effect miti-
gation in wireless MIMO systems in the absence of CSI at theB®bthe relay, by investigating
the ergodic capacity of the MIMO degraded relay channel. Bhiral examples confirmed the

relevance of our claims.



Chapter 4

On Joint User Scheduling and CSI
Feedback in Multi-user Closed-Loop

MIMO

4.1 Introduction

Multiple-Input-Multiple-Output (MIMO) systems can achie high-throughput wireless commu-
nications [7, 15], provided that Channel State Informa(iGS!) be available to both channel end-
points. Precisely, the absence of CSI at the receiver malkesysstem capacity not scale linearly
with the number of antennas [10]. Likewise, the absence df @& $he transmitter limits the
achievable capacity [10]. This highlights the significan¢eC S| availability to the performance
of MIMO systems.

In practical systems, however, CSI may be available to theiver (e.g. by estimation from
received pilot symbols) but not to the transmitter, in whielses a CSl feedback is often required
from the receiver to the transmitter.

Several works have focused on MIMO feedback issues in thgesirser case. These include
CSI guantization and codebook design [13, 43], feedbackydahd error mitigation [44], and
capacity analysis under different channel assumptiondfther details, see [45] and references
therein). Most of these issues seem to be well covered nafitee.

Multi-user MIMO, on the other hand, seems to have been legsiigated, and more issues
remain challenging, particularly in the non-trivial caskese the number of transmit antennas is

smaller than the number of users, which will be the focus isfork.

71
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The situation is particularly incurred when Zero-Forcinggnforming (ZFBF) [46] is used at
the transmitter. This is a linear precoding technique tabieit sub-optimal, achieves DPC-like
(Dirty Paper Coding[19]) close-to-capacity performance in multi-user MIMGssms [10, 46],
provided the receivers have mutually-orthogonal chann@ien a large number of candidate
receivers with independant fades, it is likely to find a stilsdaisers having channels in the null
space of each other’s. Hence, from this perspective, sosndeal for ZFBF are those where the

number of user®V is much larger than the number of available transmit antgnna

Nevertheless, the existence of a large set of candidateveesgields numerous impediments.
Suppose, for instance, an average population of 20 actiees s&rved by a 4-transmit-antenna
Base Station (BS). Evidently, no more than 4 users can bedetva given time. Out of concern
for fairness, the BS may schedule the users’ transmissibasiound-Robin fashion, periodically
serving each group of 4 users every 5 time slots. Yet, it has Brown in [47] that a judicious de-
sign of the scheduling policy may provide significant thriopgt gains while preserving some fair-
ness among users. Specifically, spectral efficiency is&see if, based on the received feedbacks,
the BS picks 4 mutually-orthogonal users with largest SNiRslf asZero-Forcing Beamforming
with Semi-orthogonal User SelectigdFBF-SUS) [20]). We shall refer to such scheduling ap-
proaches as sum-capacity maximimizing scheduling schefesigh such schemes achieve high
average downlink throughputs, in our view, they are burdenith, at least, the following three

shortcomings.

First, multi-user feedback in this generic solution is veegource hungry. Indeed, in order
to select best users, the BS has to receive CSI from all useragq to compare them to each
other). Simply put, why would 20 users feedback their CSl nvbaly 4, among them, will
be scheduled for next transmission? Some attempts havenbed® to remedy this issue. For
instance, in [48], it was suggested that only users with Sidger than a certain threshold feed
back their CSI. However, though it may reduce the number edifacks, such solution does not
necessarily guarantee that the users who feed back theial@Shdeed optimal (in the ZFBF

sense) as they may not necessarily have mutually-orthbgbaanels.

Second, if all users feed back their channels, then exivalisgearching for a subset of users
with orthogonal channels may become computationally jpitté at the BS’s side. Though works
such as [20] suggested some suboptimal search heurisdti#i,remains preferrable if the number

of feedbacks is kept to a minimum, so as to reduce this cortipu&h burden.
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Finally, as queuing delay is disregarded when schedulimifgia (only channel condition is
considered), our intuition is that sum-capacity maxingzétheduling approaches fail to satisfy
the requirements of delay-sensitive applications (Vide®emand (VoD), circuit-emulated voice
calls and networked gaming, to name a few) for which someydmastraints should be met. In
this chapter, we attempt to provide a solution to the aforégimeed problems. We shall see that
these problems are not necessarily independent, and éyatidly be jointly solved under a unified
cross-layer framework.

Suppose, for instance, two classes of servi@nd B, where class!’s traffic has higher prior-
ity andQuality of Servic€QoS) requirements than claBss traffic. If the BS feeds back informa-
tion aboutA-users’ CSl toB-users, then the latter can measure how orthogonal thainetgare
to those ofA-users. Hence, 8-user feeds back its CSl only if its channekigficientlyorthogo-
nal to those of the schedulettusers. This way, the number of feedbacks may be made as small
as desired (by definingow sufficienshould be), which in turn reduces the resources required for
feedback, renders exhaustive search computationalljbfeaat the BS and allows for feedback
only from users who are likely to be scheduled for transrarssUltimately, the BS simply picks,
from those feedbacks, the-users who not only are orthogonal Acusers, but are also orthogonal
to each other. Again, this search is made possible owingeadtuction of the number of re-
ceived feedbacks. Fig. 4.1 illustrate the main idea betiedtoposed approach, compared with
the conventional approach.

The main contributions of this work are threefold:

o A Multi-user MIMO feedback scheme that, w.r.t. conventicsehemes, is service-differentiated
(i.e. supports prioritized/multiclass traffic) and moreveo-and-bandwidth efficient (In con-
ventional approaches, all users need to feed back theirl@8ie proposed scheme, only
ZFBF-optimal users (i.e. users that are likely to be schetifibr next transmission) feed

back their CSI).

e For delay-sensitive users, a performance analysis thattitpiavely assesses, in Rayleigh
fading channels, the trade-off between the transmit poweigaaranteed transmission rates
on one hand, and the required number of streams/antennabeaiturred delays on the

other.

e A delay-aware scheduling scheme to support the QoS regeiresnof such-constrained

users.
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Base Station with
Ny <K K Mobile Stations

To ALL users

From ALL users
(K feedbacks)

(a) Conventional Approach

orthogonal B-users

only
(=K*3 <K feedbacks)

(b) Proposed Approach

Figure 4.1: Comparison of conventional and proposed chd@egback approaches in closed-loop
multi-user MIMO. The proposed scheme requires twice as riargsslots as the conventional, yet
tremendously reduces the number of feedbacks and the catigmatl burden of the user selection
process at the base station.
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4.2 System Model

We consider a multi-user MIMO system, made up by a BS Ahdctive Mobile Stations (MS),
each equipped with multiple receive antennas. We denofgbthe number of transmit antennas
at the BS and, for simplicity, we assume that all MSs are gmpdpwith equal number of anten-
nas, Nr. Of particular interest is the case whe¥g < K, the scheduling problem becoming
challenging (as only a maximum &¥; MSs can only be scheduled for transmission at a given

time).

4.2.1 Traffic Model
We assume 2 Classes of Service (CoS):

e A high priority CoS, which we denote by and refer to as the class Gbnstant Bit-Rate
(CBR) users Owing to their delay constraints, these users are giveityriover the other

class’s users in channel feedback, scheduling and stragenfeode) preferences.

e A low priority CoS, which we denote by and refer to as the class Blest Effort(BE)
users These users have no Quality of Service (QoS) guaranteesefbine, their traffic is
scheduled depending on their SINR and on their channelsbganality to the CBR users’,
i.e. how much interference they would cause to CBR usergjldithey be scheduled for

transmission at the next time slot.

The K active users consist df 4 A-users andKp = K — K4 B-users, among which resp.
K’ andK; users are selected at each transmission time slot to belggeecel, + K5 < Nr).
Traffic queues) 4 and(@ g relative to each CoS are characterized by independent pakels
and exponentially-distributed service times, thereforedeted asM /M /K% and M/M/K}

gqueues with arrival rates4, A and service timeg 4, up, respectively [49].

4.2.2 Channel Model

Channels between the BS and each CBR ugere denoted aBl,, € CNrXN1 1 < k < K4,
and between the BS and each BE useare denoted aHl,, € C"#*N1 1 < j < Kp. They are
assumed to be frequency-flat and slowly time-varying, aigettie conventional block-fading law

of coherence timeT" and with entries (channel gains) following Dent's model][3%e model

li.e. T is the time interval during which the channel remains cartstaefore changing to a new independent
realization.
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noiseszy, (resp. z;) relative to channel$l,, ,1 < k < K4 (resp. H,;,1 < j < Kp) as Zero

Mean White Gaussian (ZMWG) with variance$, (resp.agj).

The coherence timé& is decomposed into two phases:

e A training phase of duratioff},, during which the BS sends pilots to intended receivers
who estimate channels from the received training sequenddedback their respective
CSI estimates. Owing to channel identifiability requiremen complex-valued training
sequenceX,, € CNV*L of pilot symbols is transmitted by BS to the receivers, wherig
the training sequence length. Both the received sighalsand noisesZ; are, therefore,

matrices inCNrxL,

e Atransmission phase of duratidfy = 7' — T}, during which the BS uses the fed-back CSI
to adapt its data transmission signals to the channelsaridietd scheduled receivers. In this
phase, received signals are symbol-wise detected. Therefansmitted signals by BS are
vectors of symbolsx € CVe*1, |t follows that the received signalg, and noises;, are

vectors inCVex1,

4.3 A QoS-aware Channel Estimation and Feedback Scheme

4.3.1 Proposed Scheme

The proposed scheme is as follows:
1. First, BS sends pilots to all users.

2. From received pilotsi{ 4 A-users estimate their inward channéH,, ,1 <k < K4} and

feedback their estimates to BS.

3. Upon reception of CSI feedback frafusers, BS selects relevahit; users w.r.t. the delay

guarantees (see the scheduling algorithm proposed later).
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* T
4. After that, BS sends t&-users the normalized sul = Zf:f“l % of the K7 users’
H,

channels conjugate transposes, multiplied by the traimatyix X,,. Therefore, eactB-

userb;,1 < j < Kp receives the following signal matrix:

Kj‘ 1
H
Y, = H,PX,+7Z, = H, E :’f 5 | Xp + Zy, (4.1)
Pt HH%

~~

C Null{Hal,...,HaK* }
A

* T
The termA = Hy, Zf;‘l %] represents the projection of udgts channel on the
H

a
null space of the/(’; users’ channels, i.ea measure of the orthogonality of usky vis-

a-vis theK’; users Extreme cases amerfect orthogonality(Aj = Hbj) andcolinearity

(A = 0), with gray zones in between.

Therefore, we suggest that ugecompares the scald\ ; ||, to a given threshold. Should

ill2
this norm be larger than the aforementioned threshold,bM8ay infer that its channel is
sufficiently orthogonalo K7 users’ and is therefore allowed to feedback its CSlI to the BS.
Otherwise, it refrains from feeding back its CSI as it viflpatands no chance of being
scheduled for next transmission (being non-ZFBF-optimdl) conclusion, aB-MS b,
1 < j < Kp, feeds back the following CSI:

Hy, if [|A;]>e

CSI(b;) = (4.2)

0, otherwise
Observe that thresholdmay be arbitrarily chosen so as to gage how fewer feedbacks BS
should expect on the average, hence providing the netwarkatgr much flexibility about
system design and capacity planning. Later in 11I-B, we witbvide theoretical insights on
the minimal value o that would ensure a targeted numbesf B-users feedback their CSI

to BS, with an arbitrary probability.

5. Ultimately, If more thank ;; feedbacks are received, then BS is free to choose among them
the K7, B-users that maximize the sum-capacity. This selection noay le effortlessly
performed through exhaustive search, as the search seebhasskgnificantly reduced by

constraining the feedbacks as we suggested.
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Thus, owing to the proposed training-based channel estmand feedback scheme,
MS can tell if its channel is (sufficiently) orthogonal to tAeMSs’ without even knowing their

individual channels (i.e. without cooperation among npdes

4.3.2 On The Optimal Feedback Threshold Under Gaussian Approximation

Let v be the number of feedbacks received fr&users. In the proposed scheme, parameter
is the threshold that defines whether or n@-&eceiver can feed back its CSl to the B 1§ too
small, too many feedbacks will be received by the BS,it.e> K. Contrarily, if e is too large,
then not enough feedbacks will be received by the BSyi.€. K};. Therefore, it is interesting to
determine thdargestvalue ofe that would ensure a targeted numlenf B-users feedback their

CSl to BS, with an arbitrarily high probabilityy. By definition, forl < j < Kpg, we have:

(4.3)

The entries of the channel matrices are usually assumed ta.the zero-mean, unit-variance,
Gaussian distributed [10, 15]. Thus]l < I, m < N, the probability density function (pdf) of the

(I,m)th elemenﬁl(gz of A is given by:
o) = Ko (| (4.4)
whereK is the zeroth modified Bessel function of the second kind:

Ko (y) = /O - ;Ols(%)zdt. (4.5)

Unfortunately, the cumulative distribution function (fdf a random variable whose pdf is given
by the zeroth modified Bessel function of the second kifigl, is not known in closed form, thus
there is little hope in determining a single-letter expi@s®f the cdf of| A ||, in the general case.
To make the problem tractable, we use a Gaussian approgimatid model the eigenvalues of

|A;|| as standard normal variabfesSubsequently] A ;||, being the Euclidean norm of standard

2\We stress that Gaussian approximation is only used to makertiblem tractable and may be inaccurate in reality,
in general. However, such approximation may hold true ifibmber of antennas (i.e. the matrix sizeXf) is very
large, owing to the Central Limit Theorem.
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normal variables, follows a Rayleigh distribution:

)
Play (1851 =9) = vew (). 4.6)

Now, in order for aB-user to be entitled to feed back its CHL ;|| must be higher than a certain

valuee > 0. This event has the following probability (which is also ttf of || A | in ¢):

p <”Aj“2 > 6) = /EooyeXp <_Ty2> dy = exp (%8) : (4.7)

Thus, the probability, that~ feedbacks are received by BS is given by:

N
Py = (exp <T>> . (4.8)

This yields:

e = 1/ 2log <i> (4.9)

To summarize:

. t
Theorem 6 If the eigenvalues of the matrices; £ H,; Zf;‘l % ,1<j< Kpg,canbe
H

[,

approximated as standard normal variables, then the largakie of the feedback threshaidhat

ensures thak B-users feedback their CSI to BS with an arbitrarily high pabbity pg is given

by:

€(k,po) = g1og <i> . (4.10)

Fig. 4.2 illustrates the targeted numbeof B-users who are likely to feedback their CSI with a
probability higher tham, versus the optimal orthogonality thresheldor different values opy.

We can readily verify that the required threshold decreasethe number of targeted feedbacks
and/or the probability of success increase (as it becorssdikely thatB-users meet the feedback

requirement).
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Figure 4.2: Targeted numberof B-users who are likely to feedback their CSI with a probapilit
higher tharpg, versus the optimal orthogonality thresheldor different values opg

4.4 On The Required Number of Streams to Meet a Delay Constrat

Under the previous assumptions, we attempt in this parag@pletermine how many streafns
are required to meet a given delay bound of delay-sensitieesu We shall neglect the propagation

delay. Therefore, a packet intended for a CBR ugamay be delayed for two reasons:

1. Because of buffer congestion, if other CBR packets aradbégit in the queue. In that case,

the packet will encounter gueuing delayl, as it has to wait its turn.

2. Because of destination unavailability, if the packet barscheduled for transmission (no
packets ahead of it in the queue), but the intended user idéep fade (unreachable under
the current power constraint). In that case, the packetemitounter amutage delayl,,,

as it has to wait for its destination to become reachablenagai

Thus, the guaranteed del@yshould be higher than a lower bouy,,;,, that is given by:
Dpin = T + Tous- (4.12)

The mean queuing deldly, of anM /M /K% queue is given by [49]:

1
T — 4.12
@7 LAK, — A (4.12)

3If channels are rich-scattered (full-rank), then this nenib also equal to the number of required transmit antennas.
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On the other hand, the average outage delay for wirelesselsis given by [50]:

P, out
n

Tout = (4.13)
where P,,; is the probability of outage ang, called the averagkevel Crossing Ratd CR), is

proportional to the inverse of the average fade duratiomsTtve get:

1 +)\A

K = 2
HA <szn - %) HA

(4.14)

The closed form of this minimal number of streams dependsssaraptions on interference.

4.4.1 Inthe Absence of Interference

Assuming perfect interference pre-cancellation (ZFBE), [51] andr [50] in a wireless channel

with Rayleigh fading are given by:

1
Pout (70) =1 — 77— (4.15)
(1+a)
7Tfm Qp
(0, KL) = ——5 1/ 5 (4.16)
( A) 1 + Q—OD 2"}/0

where f,,,, 70, 2p denote the channel frequency, the outage SNR thresholdhanal/erage fade

power of intended<’; users, respectively. This yields the following result:

Theorem 7 Under Rayleigh fading and assuming no interference, in ordesatisfy a delay re-
quirementD,,;,, of delay-sensitive (CBR) users, a MIMO BS should allocatdess thank

transmit beams to such CBR-users, wiffj given by the following:

1 Y
K3 = +24 (4.17)

HA <Dmin—ﬁ\/2?}—%) KA

where f,,,,v0, 2D, A4, ua denote the channel frequency, the outage SNR thresholdyvtdrage

fade power of intended users, the average packet arrivalBR @affic and the average service

time per antenna of CBR traffic, respectively.
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4.4.2

In the Presence of Interference

We assume that each stream amongAfigstreams incurs interference from the ottef, — 1

streams. In such a case, denoting(bythe average power of the interferef3,; [51] andn [50]

in a wireless channel with Rayleigh fading are given by:

1
Pyt (o) =1— o Fi (4.18)
(1 + W)
K% -1
V2r fol (K7 — 4 1 4 Q

o, K3) = Ve G 3) ( m,> Vi (4.19)

(B4 —1) L+-6."

Owing to the multiplication theorem, the Gamma functionuststhat:

Py VA
= rQ2(K; -1 4.20
P(K:Z—l) 922n+1 ( ( A )) ( )

VT [(2(n—1)

= i\ 1 ) (4.21)

This yields the following:

Theorem 8 Under Rayleigh fading and assuming co-channel interfezgint order to satisfy a
delay requiremenD,,;,, of delay-sensitive (CBR) users, the minimum nunfbgrof streams to

be allocated by a MIMO BS to these users is solution to thevdtlg equation:

1 Aa
*
Ka- 2092, \ K51 A
(+82) Y 1 o
T fm (2(KZ*1)) Qp

* 4 1 *
22KA+7 KA 1

=0

(4.22)

HA Din —

where f,., 70, 2p, 21, Aa, pa denote the channel frequency, the outage SNR thresholdyére
age fade power of intended users, the average fade powerdiamnel interferers, the average

packet arrival of CBR traffic and the average service timegrgenna of CBR traffic, respectively.

A solution to the previous equation seems difficult to traglkciosed form, yet it may be ap-

proached by means of numerical search.

4.5 Proposal of a delay-aware scheduling scheme

We start by highlighting the need for a delay-aware schaguicheme to meet the requirements

of delay-sensitive applications.
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4.5.1 Need for a Delay-Aware Scheduling Scheme

The probability that a userhas better SNR; than that {;) of a user; is given by:

P = ;) = / " flw)dn (4.23)
v

J
where f; is the fading probability density function relative to ugerGiven the aforementioned

channel assumptions, such probability density is expaalntistributed [7]:
1 _ =
fl(’yz) = —e gl (424)
5

where”y denotes the average SNR. In order for usterbe amongi™; scheduled users at a given
time, its SNRy; needs to be better than, at leakty — K, A-users at that time. This event has
the following probability:

K*—1 (KAKj‘Jrn

pio= ), 11 p(%>w)) (4.25)

J=1
K*—1 (KAK;H—n

11 / N m)d%) . (4.26)

LetT denote the maximum number of scheduling periods a packeteof gan be delayed without
infringing its delay constrainD,. As users are scheduled based on their channel conditign onl
scheduling at time is independent of previous schedules. Thus, the numbemekty; a useri

is scheduled withiff” periods is binomial-distribute® (7", p;). Precisely, the probability that user

i is scheduledy; times within a period of time slots is given by:
Prob(x; <T) = <T>p§“ (1—py)t (4.27)
Xi

wherep; is given by (25), (26). The expected value of such distrduis:

Ki—1 (KAK2+n

E{x;}=Tpi=T ) 11 /00 f(%')d%') : (4.28)
n=1 g

=1

This means that, in a period of tin¥#, user: will be scheduledl'p; times, on the average. As
the number of candidate users increaggs,— 0 (product of real numbers 0, 1)), and so

doesE {x;}. Thus, under a sum-capacity maximizing scheduling polcyser is unlikely to be
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Figure 4.3: Average number of schedules (time slots) a CBHR igsscheduled for transmission
within 7' = 10 time slots, if a capacity-maximizing scheduling is useds€e that as the number
of candidate users increases, each user becomes lesstdikadyscheduled within such a period
of time.

scheduled in a short period of time if the number of candidesters is large. As an illustrative
example, Fig. 4.3 plots this distribution versus SNR fofedd#nt numbers of candidate users.
Precisely, we consider the average number of schedulee fiots) a CBR user is scheduled
for transmission within an observation period Bf= 10 time slots, if a capacity-maximizing
scheduling scheme is used. Observe that as the number dflaendsers increases, each user

becomes less likely to be scheduled within such a time frame.

4.5.2 Proposed Delay-Aware Scheduling Scheme

Fig. 4.4 presents a flowchart of the proposed delay-awaredsitihg algorithm:

e First, schedule the;,1 < k < K7 users whose packets have queuing delays about to

exceed their guaranteed delays.

e Subsequently select, among the remaining packets in theeqlig; packets relative to the

K73, B-users that are most orthogonal to the already-schedulesefs.
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+
Pick next BE
packet in queue

Packets in queue

Pick next CBR
packet in Queue

user sufficiently ortho-
gonal to scheduled
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¥
YES
Schedule it
YES
+
Schedule it -
K g BE users NO

scheduled ?
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¥

K',q CBR users
scheduled ?

—NO

Transmit
scheduled packets

Figure 4.4: Proposed delay-aware scheduling algorithmiléAdlonventional sum-capacity max-
imizing scheduling approaches schedule all users onlydbaseheir mutual orthogonality (irre-
spective of their queuing delays), the proposed schemaistdwedelay-sensitive packets based
on their queuing delay and best-effort packets based ondhibgonality w.r.t. scheduled delay-
sensitive users, thus ensuring a high QoS (in terms of itstaous delay guarantees and incurred
interference) for the latter.
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Figure 4.5: Comparison of instantaneous delays incurred-bgers’ packets when using conven-
tional and proposed scheduling policies. Owing to the Brdhder-of-magnitude delay enhance-
ments, results are reported in logarithmic scale

4.6 Simulation Results

4.6.1 OnlIncurred Delays

Fig. 4.5 illustrates the packet instantaneous delay in tbpgsed scheduling algorithm for both
A-users and3-users in logarithmic scale. The maximum tolerable delay sed toD = 3 x 1072
sec. First, we observe that the proposed scheduling schatiséies the delay constraint of-
users, as they maintain a constant delay below the guacabteand. Quite the reverse, the delay
in the case of sum-capacity maximizing scheduling is magaicant. This is attributed to the
fact that such scheduling schemes schedule packets baseeiochannel conditionsather than
their queuing delaysAs explained in the previous section, a user is less likelpe scheduled
by conventional scheduling schemes as the number of cdadidars becomes large. Hence, in
order to meet delay requirements of delay-sensitive uidssnecessary to account for queuing
delays, as in the proposed scheduling scheme (Fig. 3). Aasigonclusion may be drawn from

Fig. 4.6 where the average delay versus the total numbereo$ isreported.

4.6.2 On Achievable Throughputs

Fig. 4.7 illustrates the sum-throughput versus SNR of tiedaled users, for both the conven-
tional and the proposed scheduling schemes. An initial ladipn of 50 users (1M-users, 40
B-users) and a MIMG® x 8 system were considered. Therefore, at any given time sloa
imum of 8 users can be scheduled. The sum-throughput of ttioped scheme was evaluated

when, of the 8 scheduled users, 1, 2, 4-@isers (resp. 7, 6, 4, B-users) were scheduled. The
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Figure 4.6: Average delay versus total number of users (1@hi¢h are A-users), for differ-
ent numbers of transmit antennas. Here, the conventiomanse is sum-capacity maximizing
scheduling, which aims at scheduling users only based amethaondition, thereby disregarding
the queuing delays incurred by their packets.

considered setting is a worst-case scenario for the prdmideduling in the sense that the sched-
uled A-users were intentionally considered mutually interfgriwhile the schedule®-users were
perfectly mutually-orthogonal (i.e. non interfering wiglach other). Hence, we observe a degra-
dation of the achievable sum-throughput as the ratid-afsers among the total scheduled users
increases. This reduced throughput naturally trades #ostipport of delay-requirement of such
users. However, we observe that the throughput degradisti@ss significant when only a few
A-users are scheduled per time slot. Hence, as long as tbeofattheduledd-users per sched-
uled B-users is kept to a minimum, their mutual interference wadtlsignificantly degrade the
sum-throughput with the proposed scheduling scheme wor.tapacity-maximizing scheduling

schemes.

4.7 Conclusion

In this chapter, we considered the problem of scheduling)Jased-loop multi-user MIMO sys-
tems, a large set of users with different Quality of ServiQe$) requirements, supplied by a
single BS by means of Zero-Forcing Beamforming (ZFBF). kknlielated work where all candi-
date users are required to feed back their CSl to BS, we mravigbwer-and-bandwidth efficient

feedback scheme in which users may tell if they are ZFBFangdtand feed back their CSl only in
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Figure 4.7: Average throughput versus SNR when using the@etdional and the proposed
scheduling approaches.

such a case, thereby reducing the number of required feksllaac the computational burden of

exhaustive search for best users at the BS. Subsequenttiemenstrated that conventional sum-
capacity maximizing scheduling policies fall short to meet requisites of delay-sensitive appli-

cations, and we provided appropriate delay-aware scheglattheme for such-constrained users.
Reported simulation results showed that the proposed atthgégcheme successfully meets both
average and instantaneous delay constraints of delajtigerapplications. Besides, we observe
that, in order to minimize the degradation of the sum-thihgug, the ratio of scheduled-users

per scheduled-users per time slot needs to be kept to a minimum.



Chapter 5

Conclusions And Perspectives

Both the wireless industry and government frequency reiguldodies (such as the FCC) forecast
, for the near futur, significant demand for bandwidth (dat@s) that is triggered by an increase
in the number of networked devices, a huge growth of videfficrand the emergence of more
wireless applications. Further, it is expected that suchaiel in bandwidth is unlikely to be met

by the current physical-layer channel capacity, partitylr wireless communications.

Recently, multiple-input multiple-input (MIMO) technaly, the use of multiple antennas at
the transmitter and the receiver, has emerged as a potealigion to meet the huge demand in
wireless bandwidth. Early works on MIMO [7, 15] predict adar growth in capacity with the

number of antennas, which could allow for unprecedentedlass data rates.

Regrettably, some theoretical requirements and assunsptiave challenged its implementa-

tion in practice.

In this work, we provided our (however humble) contribudowards this end by addressing

some of these challenges in both single-user (SU-MIMO) aaltituser (MU-MIMO) settings.

We started by addressing MIMO challenges pertaining tolsinger systems. First, we con-
sidered in chapter 2 the need for a fast channel feedbacle phasMIMO capacity gains are
conditional upon the availability of channel estimateshattransmitter. From the proposed feed-

back scheme, we derived an application to information $gchy providing a secrecy scheme

89
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through which the confidentiality of a two-way MIMO commuaiion can be guaranteed.

Subsequently, we considered in chapter 3 the keyhole prollkere the propagation envi-
ronment has a single degree of freedom regardless of the etuofilbransmit antennas. Related
literature seems to consider such degeneration hopelesstraily, we showed that the use of
relay-assisted communications as well as a careful povaragion (that we devised) makes the

keyhole effect mitigation feasible.

Finally, we addressed in chapter 4 some research challgmgisning to multi-user systems.
We considered the problem of user scheduling in MU-MIMO. Wavitled an efficient feedback
scheme where the number of required feedbacks and the catiopal burden of exhaustively
searching for best users at the transmitter’s side are antimty reduced. Afterwards, we pro-

vided a QoS-aware scheduling scheme that allows to meetthamtl of delay-constrained users.

As of the date of this dissertation, some challenges remaém @nd could be an interesting

extension to this work.

In the area of CSl estimation and feedback, the feasibifitglased-loop MIMO at very-high
receiver velocities (e.g. 100 km/hr or more) is challengadpest. At such speeds, the channel’s

coherence time is too small to allow for a cost-efficient @dsignaling) closed-loop MIMO.

In the area of cooperative communications, distributed KI8ystems (so-called Network
MIMO) and the efficient deployment of MIMO femtocells are@lsteresting capacity-enhancement
approaches through transmit cooperation, cross-celféam@ce mitigation and cell coverage ex-

tension.

Lastly, the interference channel remains an open probleespile over 30 years of research
work, little is known in this area on the capacity limits ofchuchannel. Open questions include
the capacity region of the interference channel, the malcieployment of Han-Kobayashi in-
terference mitigation approaches and, from an industeasgective, the realization of a blind

(transparent) maximume-likelihood detector for multi-us&§MO.



Appendix A

Proof of Proposition 1

From Theorem 1, we have:

¢4 = max min{I(x,x1;y),1(x;y1]x1)} (A1)

p(x,x1)

To determine closed forms for the mutual information exgig@ss, we need the probability den-
sities p (x), p(x1) andp (x|x1). As for the first two distributions, it is known that circwar
symmetric Gaussian inputs are capacity-maximizers of tid®ichannel [15]. To determine the

third distribution, related works such as [3, 52] decompbsgerelay’s outpuk; as follows:
X1 = X0+ X11 (A.2)

such thatxy, is independenfrom the transmitter’'s inputx. Besides, it is also argued that the
mutual information is maximized when the independent camepo (1) is maximized, see [52],
Appendix B. Therefore, we neglect, for simplicity, the admition of x;; to the mutual informa-

tion and subsequently consider thdix|x;) ~ p (x).

Now, we shall develop each mutual information separately. dBfinition, the first mutual

information is given by [41]:

I(x,x1;5) £ h(y)—h(ylx,x1) (A.3)
= h(y) —-h(Hx+ Gx; + z|x,x1) (A.4)
= h(y)—h(z) (A.5)
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As the noise and channel inputs are Gaussian, then so isdhe&outpuy:
h(y) = log ((27T6)N ‘E {ny}D (A.6)
The fact thatx, x; are zero-mean and independentgfields:

E{(Hx+Gx1)zT} = 0 (A.7)

E{z (Hx + le)T} =0 (A.8)
Meanwhile;

E {(Hx + Gx;) (Hx + le)T} = HQuH' + GQu x, G+ HQur, G+ GQu HT (A9)

Therefore:
h(y) =log | (2m¢)" | sHQuH' + GQxix, G (A.10)
where
Qxx, 2E {xx}} —-0 (A.11)
Qxx 2E{xx'} =0 (A.12)
E {zzT} o (A.13)

On the other hand; is zero-mean Gaussian with variarmﬁ therefore:
h(z) = log ((271'6)N \UEIND (A.14)

Finally, we get:

I(x,x1;y) = log

Iy + 5 GQup, G + HHQ,HI| (A.15)




As for the second mutual information, we have [3]:

I(x;y1]x1) = h (y1]x1) — h(y1]x,%;)

= h(Fx+z|x;) —h(Fx+z|x,x;)

= h(y1) —h(z)

sincex; is independent ak andz;. Besides,

and:

Therefore:

Q.ED. N

h(y1) log ‘(27‘1’6)]\[ E {yller }‘

= log ((27T€)N

o In + FQXXFTD

h(z1) = log ((2we)N|a§11N|)

I(x;y1|x1) = log ‘IN + éFQXXFT‘
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(A.16)

(A.17)

(A.18)

(A.19)

(A.20)

(A.21)
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