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Abstract

The advance of information and communication technology isperhaps among the most signif-

icant breakthroughs that have marked the past couple of decades. We are shifting towards an

information society where access to and sharing of information in a timely and reliable manner,

irrespective of the location, has become a daily necessity.Such progress has made the demand in

data traffic ever increasing, especially with the upcoming of smart phones, tablet PCs and other

non-PC networked devices who have further driven the demandtrend.

Recently, multiple-input multiple-input (MIMO) technology, the use of multiple antennas at

the transmitter and the receiver, has emerged as a potentialsolution to meet such demand. Early

works on MIMO predicted a linear growth in capacity with the number of antennas, which could

allow for unprecedented wireless data rates. Regrettably,some theoretical requirements and as-

sumptions have challenged its implementation in practice.

In this thesis, we provide our (however humble) contributions towards this end by addressing

some of these challenges. The study is divided into two partsbased on whether the MIMO system

is point-to-point (single-user MIMO, SU-MIMO) or multipoint (multi-user MIMO, MU-MIMO).

Following the first chapter where we provide a general introduction to this work, we address

MIMO challenges pertaining to single-user systems.

Thus, chapter 2 considers the need for a fast channel estimation and feedback phase. Indeed,

as MIMO capacity gains are conditional upon the availability of channel estimates at the transmit-

ter’s side, a channel feedback from the receiver ought to be made as quickly as possible (while

viii



ensuring that the fed-back channel estimates are sufficiently reliable). A recent work has suggested

such delay-free channel feedback, Echo MIMO, where the receiver echoes the received signalson

the fly. However, it came at a high signaling cost, as two feedback transmissions are required (one

for the inward channel, one for the outward channel). Contrarily, we propose a feedback method

that preserves the benefits of Echo-MIMO while requiring only one feedback transmission, by ju-

diciously combining the two feedback transmissions by means of mutually-orthogonal precoding

matrices.

Subsequently, we consider in chapter 3 the keyhole problem where the propagation environ-

ment has a single degree of freedom regardless of the number of transmit antennas, thereby re-

ducing the capacity of a MIMO system to that of a single-inputsingle-output system. Related

literature seems to consider such degeneration hopeless. Contrary to this general belief, we show

in this chapter that cooperative diversity can mitigate keyhole effects. Precisely, provided that

the source-relay channel is keyhole-free, we show that there exists a “cutoff” relay transmit power

above which keyhole effects can be mitigatedeven when both the source-destination and the relay-

destination channels incur keyhole effect. We devise the closed form of this power threshold as

function of the source transmit power and the channel matrices brought into play in the relay chan-

nel.

Chapter 4 focuses on MU-MIMO systems in which, compared withSU-MIMO systems, a

new issue arise: user scheduling. Conventional schedulingapproaches rely on the assumption

that channel information related to all candidate users is available at the transmitter, so that the

latter may pick the optimal users w.r.t. a given performancemetric. Quite the opposite, we pro-

vide a more efficient feedback approach whereonly likely-to-be-scheduledusers feed back their

channel information to the transmitter, thereby reducing the number of required feedbacks and the

computational burden of exhaustive search for best users atthe transmitter’s side. Afterwards, we

show that conventional capacity-maximizing scheduling policies fall short to meet the requisites

of delay-sensitive applications. Consequently, we provide a QoS-aware scheduling scheme that

allows to meet the demand of delay-constrained users.

Eventually, we conclude this dissertation in chapter 5 and provide perspectives and possible

extensions to this work.
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Chapter 1

Introduction

The advance of information and communication technology isperhaps among the most significant

breakthroughs that have marked the past couple of decades. We are shifting towards an information

society where access to and sharing of information in a timely and reliable manner, irrespective

of the location, has become a daily necessity. Such progresshas made the demand in data traffic

ever increasing. The upcoming of smart phones, tablet PCs and other non-PC networked devices

are likely to further drive the trend, as shown in Figs. 1.1 and 1.2 where the forecast in data traffic

by industry and the Federal Communications Commission are illustrated [1].

Because physical-layer capacity represents a theoreticalupper-bound on the higher-layer ca-

pacity, the growth in demand in data traffic would, in all likelihood, drive the need for increased

physical-layer capacity. In the particular case of wireless communications that are the focus of

this thesis, such need in capacity is expected to be very pronounced owing to the limited capac-

ity that current wireless systems do provide. As an illustrative example, Fig. 1.3 highlights such

forecast in demand in wireless bandwidth. Wireless systemsare, indeed, capacity-limited owing

to a variety of challenges that are inherent to the wireless channel: user mobility, interference,

weather conditions, path loss attenuation, shadowing (obstacles), to name a few. Bearing in mind

the afore-mentioned demand forecast figures, the need for increased capacity in wireless systems

is of the essence.

In this thesis, we provide our, -however humble-, contributions towards this end, by suggesting

novel enhancements and approaches to multiple-input multiple-output (MIMO) wireless systems.

These systems, as we shall explain later, are perhaps among the very few options (a.k.a.degrees

of freedom) left to increase the capacity of wireless links by magnitudes large enough to meet the

expected demand in wireless traffic.

1
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Figure 1.1: Industry mobile data forecasts.

Figure 1.2: FCC estimate of mobile traffic by device type and forecasts.
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Figure 1.3: FCC projected utilization of wireless spectrum.

This chapter provides a general introduction and states themain purpose and outline of the

thesis. We shall start by explaining in section 1.2 the communication problem from a capacity

perspective, i.e.why is it that we cannot transmit data at an arbitrarily largespeed, andwhy is

it that some communication systems offer larger data rates than others. Then, we shall introduce

in section 1.3 some key concepts relative to MIMO technology. Subsequently, we shall provide

in section 1.4 the main capacity results that are available in the literature on MIMO systems.

Ultimately, we shall summarize our contributions and outline this thesis in section 1.5.

1.1 Notations

Throughout this dissertation, the following notations shall be used. Vectors will be denoted in

bold, and matrices in capital bold letters.⊗ denotes the outer product,T denotes the vector/matrix

transpose,† the Hermitian (conjugate transpose) operator,tr (·) the trace operator,E {·} the math-

ematical expectation (expected value),h (x) the Shannon entropy [2, 3] andI (x;y) the mutual

information between inputx and outputy [2,3].

Whena is a real number, leta+ , max (a, 0). WhenA is a complex matrix, let‖A‖ denote

its Frobenius norm:‖A‖ ,
√
tr {AA†}. Whenx, y are complex random vectors, letQxy denote

their cross-covariance matrix:

Qxy , E{(x− E{x}) (y − E{y})†}, (1.1)
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TRANSMITTER CHANNEL RECEIVER

Figure 1.4: A point-to-point communication system from an information-theoretical perspective.

which, whenx, y are zero-mean, simplifies to:

Qxy = E{xy†}. (1.2)

1.2 The Communication Problem: A Capacity Perspective

A point-to-point communication system can be modeled as depicted in Fig. 1.4. It is made up by

a transmitter, a receiver and a communication channel that lies in between.

The transmitter’s goal is to convey, through the communication channel, a certain message to

the receiver. It is generally1 desired that the receiver receives the message promptly andreliably.

In wireless communications, messages are carried over wireless signals (electromagnetic waves)

that are carefully designed so as to match the propagation environment (i.e. the channel).

The communication speed is mainly determined at the transmitter’s side. That is, the higher

the cadence of bits or symbols generated at the transmitter,the higher the communication speed

will be. As the electromagnetic waves travel at (almost) thespeed of light, one might expect that,

at least in theory, a message can be transmitted at any arbitrarily high communication speed.

If true, thenwhy, -one may wonder-,is it that point-to-point wireless systems have limited the

communication rates?

The reason is as follows. Surely, at any transmit rate, a message will arrive to the receiver. But

a message that is not necessarily identical to the the transmitted one.

Indeed, some channels induce propagation effects that alter the transmitted signals. Thus,

if say a messagem1 is transmitted through the channel, a messagem2 6= m1 may be received

instead. The wireless channel is one such channels. A transmitted signal that propagates through

a wireless channel may be altered owing to factors including, but not limited to, the following:

• Power attenuation: Various propagation losses may weaken the transmitted signal’s power.

These include path-loss attenuation, shadowing, scattering, etc. These factors are generally

dependent on the propagation characteristic of the wireless channel, such as the presence

1There may be situations where transmission reliability or speed is not of the essence, such as fault-tolerant and
delay-tolerant networks, respectively.
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Figure 1.5: An illustrative example of a wireless propagation environment and the typical attenu-
ations that the wireless signal can be subject to.

of obstacles, reflectors, scatterers, weather conditions (humidity), etc. See Fig. 1.5 for an

illustrative example.

• Signal incoherence: Signal temporal/spatial incoherence may occur owing to factors such

as transmit/receive desynchronization, frequency mismatch, mobility (Doppler effect), etc.

• Thermal noise: Additive thermal noise from electronic components adds upto the signal

at the receiver’s side.

• Wireless interference: Signals from equipments/infrastructure that transmit onthe same

channel interfere with the useful signal and add up at the receiver’s side.

As the receiver can no longer trust the messagem2 delivered through the channel, it has to

try to guess from the received messagem2 the messagem1 that was originally transmitted by the

transmitter.

But can it ? Claude Elwood Shannon, who pioneered the mathematical science of communica-

tion theory, demonstrated in his seminal work [2] a key correlation between the transmission rate

(speed of communication) and the probability of error of thereceiver (when guessingm1 from

m2): If the transmission rate is below a certain thresholdC, then this probability of error can be

made as small as desired. However, beyond the thresholdC, it is not possible for the receiver to

reliably guessm1 from m2, no matter the encoding/decoding strategy.
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Thus, from a capacity perspective, the communication problem consists in determining, for a

given communication channel, the upper boundC on the reliable transmission ratesR, as well

as the related communication strategies (a.k.a.channel codes) that allow the receiver to reliably

guess the transmitted messages at such high transmission rates.

We shall now develop these ideas in more details, so as to gaina better understanding of the

reasons behind the limits on the transmission data rate of a reliable communication.

1.2.1 The Channel Coding Theorem

Shannon introduced two key concepts, namely the entropy of adiscrete random variable and the

mutual information between two discrete random variables.These two notions have been crucial

in determining the capacity limits of communication systems, as we shall explain momentarily.

Definition 1 (Entropy [3]) The entropyH (x) of a discrete random variablex with probability

density functionp (x) is defined as:

H(x) , −E {log2 (p (x))} , (1.3)

and is expressed in bits when the logarithm is to base 2.

The entropy is a measure of the average uncertainty in the random variablex. It is also the average

number of bits required to describe the random variablex [3]. For instance, ifx is a uniformly-

distributed random variable that takes one value among 32 possibilities, thenx can be described

using a 5-bit sequence (25 = 32). Meanwhile, its entropy is:

H(x) , −
32∑

i=1

p (x = i) log (p (x = i)) (1.4)

= −
32∑

i=1

1

32
log

(
1

32

)
(1.5)

= log (32) (1.6)

= 5 bits, (1.7)

which is in agreement with the number of bits needed to describex.
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Definition 2 (Conditional Entropy [3]) The conditional entropyH(x|y) is the entropy of a dis-

crete random variablex conditional on the knowledge of another random variabley:

H(x|y) , −E {log2 (p (x|y))} , (1.8)

wherep (x|y) denotes the conditional probability density ofx giveny:

p (x|y) ,
p (x, y)

p (y)
. (1.9)

The knowledge ofy provides additional information aboutx, thereby diminishing the uncertainty

of x. Therefore, we always have:

H (x) ≥ H(x|y) . (1.10)

Definition 3 (Mutual Information [3]) The reduction in uncertainty of the random variablex

due to the knowledge of the random variabley is called the mutual information betweenx andy:

I (x; y) , H(x)−H(x|y) ≥ 0. (1.11)

It is therefore expressed in bits when the logarithm is to base 2.

Thus, the mutual information indeed provides a quantitative assessment ofhow much infor-

mation did we learn aboutx after receivingy.

The Capacity of A Communication Channel

Shannon defined the capacityC of a discrete memoryless channel between a sourcex and a desti-

nationy (both modeled as discrete random variables) as the maximum mutual information between

x andy, over the set of probability densitiesp (x) [3]:

C = max
p(x)

I (x; y) . (1.12)

DenotingR the transmission rate over an arbitrary discrete memoryless channel, Shannon

proved the following:
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• If R < C, there exists a sequence of error-correcting codes such that the receiver’s proba-

bility of error can be made as small as desired.

• If R > C, then the receiver’s probability of error is bounded away from zero, regardless of

the communication strategy.

Further, Shannon derived a single-letter expression for some classical communication channel

models. One such model is the additive white Gaussian noise (AWGN) channel where, basically,

only an AWGN adds up to the transmitted signal at the receiver’s side. Such a model is widely

used in many applications, including wireless communications.

For the AWGN channel, Shannon found the channel capacity to be2 :

CAWGN = B log2 (1 + SNR) (in b/sec) , (1.14)

where:

• CAWGN: denotes the channel capacity of the AWGN channel.

• B: denotes the frequency bandwidth of the channel (in Hz).

• SNR: denotes the signal-to-noise ratio. Traditionally, SNR = P
N , whereP , N respectively

denote the powers of the transmitted signal at the receptionand the power of the additive

noise (in watts).

Thus if R denotes the rate at which the transmitter transmits the messagem1, Shannon claims

that:

• R < CAWGN : there exists a communication strategy such that the receiver can reliably

guessm1 from the received messagem2 (with a probability of error that can be made as

small as desired)

• R > CAWGN : there exists no a communication strategy such that the receiver can reliably

guessm1 from the received messagem2.

2This capacity result assumes the transmission to be carriedover a frequency bandwidth ofB Hz. An alternative
definition of capacity is the so-calledspectral efficiency:

CAWGN = log2 (1 + SNR) (in b/sec/Hz) , (1.13)

which is the channel capacity per Hz of bandwidth. In this thesis, we shall make use of both definitions.
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In the early years of publication of his work, Shannon’s workreceived little recognition, in

part as the channel capacity predicted by Shannon was deemedfar larger than what was needed at

the time. One reviewer of Shannon’s work wrote [4]:

The author mentions computing machines, such as the recent ENIAC. Well, I guess

one could connect such machines, but a recent IBM memo statedthat a dozen or

so such machines will be sufficient for all the computing thatwe’ll ever need in the

foreseeable future, so there won’t be a whole lot of connecting going on with only a

dozen ENIACs! IBM has decided to stay out of the electronic computing business,

and this journal should probably do the same!

But the extraordinary advances in communication and information technology created a huge

demand in transmission rates that called for data rates muchlarger than the Shannon bound itself.

1.2.2 Traditional Ways of Increasing Channel Capacity

From the capacity formula in (1.14), there are limited ways through which the channel capacity

can be increased. So far, the following solutions have been suggested to increase the channel

capacity:

• Increasing the SNR: According to (1.14), the channel capacity is increasing with SNR. The

latter could be increased by using either of the following:

– Increasing the signal’s power at the receptionP : this could be achieved by increasing

the transmit power, shortening the distance between the transmitter and the receiver

(e.g. by reducing the cell size from a few kilometers in the 70’s to a few meters

(so-called femto-cells) nowadays, bringing the transmitter closer to the base station,

relaying, etc.).

– Lowering the noise effect by amplifying the signals at the reception through low-noise

amplifiers (LNAs).

While these solutions have improved the performance of communication systems, the in-

crease in capacity has been insufficient to meet the huge demand in capacity. Reasons

include:
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– Limited resources: Battery-equipped devices such as cellular/mobile phones and wire-

less sensor nodes have stringent power consumption limits that prohibit them from

transmitting at large transmit powers.

– Mutual interference: If a transmitterT1 increases its power, while it improves the

reception of its signal at a receiverR1’s side, it causes additional interference on re-

ceivers that are receiving on the same channel. A transmitter T2 serving such receivers

would have to increase, in turn, its own transmit power, thereby causing interference

to R2, and forcingT1 to increase its transmit power again, etc. This would cause an

endless vicious circle of power increase.

– According to (1.14), the channel capacity scales logarithmically with the transmit

power. That is, for every 10 watts of power that we spend on thetransmission, we

roughly getlog (10) worth of capacity gains. Aslog (x) < x, increasing the transmit

power could be too costly to be worthwhile.

– Health concerns and regulatory requirements: As of today, whether wireless commu-

nications pose health risks on humans is a matter of argument. As a precautionary

measure, the transmit power of signals emitting from wireless infrastructures is tradi-

tionally standardized and a cap is usually defined. For instance, in cellular commu-

nications, the Federal Communications Commission (FCC) ofthe U.S. Government

sets the Specific Absorption Rate (SAR, the exposure standard for wireless devices) in

GSM to 1.6 W/kg.

• Increasing the signal’s frequency bandwidth: Increasing the frequency bandwidth has an

advantage over increasing the transmit power that it generates a linear increase in capac-

ity. This let to the emergence of ultra wideband (UWB) communications. Unfortunately,

bandwidth is scarce. Further, in the licensed spectrum, it is very expensive.

• Multiplexing : Multiplexing consists in exploiting certain channel characteristics such that

the channel can unfold into multiple sub-channels, therebyincreasing the channel capacity.

Such characteristics are calleddegrees of freedom. They include:

– Frequency: Frequency Division Multiplexing (FDM) systems are communication sys-

tems where different signals are simultaneously transmitted over different frequen-

cies. Examples include orthogonal frequency division multiplex (OFDM) systems. A

requirement is that signals be perfectly synchronized in time.
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– Time: Time Division Multiplexing (TDM) systems are communication systems where

different signals are transmitted over same frequencies but on different time slots, as

in GSM. A requirement is that signals be perfectly synchronized in frequency.

– Codes: Code Division Multiplexing (CDM) systems are communication systems where

different signals are transmitted over the same frequencies and time slots but are

spectrum-spread using orthogonal chip codes, as in CDMA2000. Owing to the or-

thogonality requirement, there is usually a limit on the number of chip codes that can

be simultaneously used in a single transmission.

– Polarization: Electromagnetic wavelengths may have vertical, horizontal or elliptic

polarizations. Polarization diversity systems allow to multiplex two signals on the

same time slot and frequency but using different polarizations. A requirement is that

propagation environment preserves to a sufficient extent the polarization of each of the

transmitted signals. This, for instance, is not the case of rain fields where rain drops

alter the polarization of polarized signals, as in satellite communications.

1.2.3 Emergence of MIMO Technology: A Brief History

The previous solutions, though helpful in achieving further capacity gains, are unable to meet the

future demand in bandwidth. As one channel between a transmitter and a receiver inherently has

an insufficient channel capacity, came the intuition to use multiple channels between them.

In wireless communications, a channel is defined as the propagation environment between

one transmit antenna and one receive antenna. Therefore, having multiple channels between the

transmitter and the receiver amounts to deploying multipleantennas at the transmitter and the

receiver. That is multiple-input multiple-output, or simply: MIMO. Other variants include: using

multiple antennas at the transmitter but a single antenna atthe receiver (multiple-input single-

output, or MISO) and vice versa (single-input multiple-output or SIMO). Finally, the conventional

single antenna case is traditionally termed single-input single-output or SISO.

Although MIMO has gained in popularity from the late 90’s, the early ideas trace back to the

70’s, with the works of A.R. Kaye and D.A. George (1970) as well as W. van Etten (1975, 1976).

In the 80’s, Bell Laboratories started to gain interest in MIMO, with Jack Winters and Jack Salz

publishing seminal works on beamforming [5]. The concept ofspatial multiplexing using MIMO

was first introduced by A. Paulraj in 1993 [6] and in a subsequent patent in 1994, emphasizing

applications to wireless broadcasting.
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But only in 1998 has MIMO become a popular research topic whenBell Labs first demon-

strated a laboratory prototype of spatial multiplexing called Bell Labs Layered Space-Time Ar-

chitecture (BLAST) [7] where fantastic capacity gains havebeen demonstrated in practice using

MIMO-assisted spatial multiplexing.

Today, MIMO technology is an essential physical layer component of next generation wireless

standards, such as WiMAX, IEEE 802.11n and 4G systems. Novelconcepts such as MIMO radars

[8] and MIMO-over-satellite [9] have also recently emerged.

1.3 MIMO Technology: Key Concepts

The following is intended to introduce key concepts behind MIMO technology that will be later

needed to understand the huge potential of MIMO to provide fantastic wireless capacity gains.

1.3.1 System Model

A MIMO system is depicted in Fig. 1.6. Assume the transmitteris equipped withN ≥ 1 transmit

antennas and the receiver withM ≥ 1 receive antennas, (N andM being arbitrarily defined). The

following input-output model is traditionally adopted in the MIMO literature [10]:




y1
...

yM




=




h11 . . . h1N
...

. ..
...

hM1 . . . hMN







x1
...

xN



+




z1
...

zM



, (1.15)

or equivalently:

y = Hx+ z, (1.16)

where:

• x = [x1, ..., xN ]T denotes the vector ofN inputs (signals) transmitted on theN antennas

(one input per transmit antenna);

• y = [y1, ..., yM ]T denotes the vector ofM outputs (signals) received on theM antennas

(one output per receive antenna);

• z = [z1, ..., zM ]T denotes the vector ofM AWGN (noise) terms that corrupt the signal

received on each receive antenna:z ∼
(
0, σ2IM

)
, IM being the identity matrix;
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Figure 1.6: MIMO system model.

• H = (hij)1≤i≤M, 1≤j≤N denotes the matrix of channel gains (a.k.a. the channel matrix).

Precisely,hij denotes the channel gain coefficient between theith transmit antenna and the

jth receive antenna. In a way,hij reflects the channel effect on the signal transmitted from

ith transmit antenna and received by thejth receive antenna.

Traditionally, the transmitted multi-dimensional signalis subject to a transmit power constraint

such as:

tr (Qx) ≤ P, (1.17)

whereP , Qx respectively denote the maximum transmit power and the input covariance matrix.

Further, it is common in wireless communications to transmit signals that have zero mean, in

which case the previous equation (1.17) simplifies to:

tr (Qx) =

N∑

i=1

E

{
xix

†
i

}
≤ P. (1.18)
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Figure 1.7: Parallel decomposition of the MIMO channel

Of significant importance is how the inputx is designed at the transmitter’s side and how the

received signaly processed at the receiver’s side for reliable communication. We shall explain

this in the subsequent paragraph.

Throughout this thesis, unless otherwise mentioned, we shall assume the same number of

transmit and receive antennas, for simplicity.

Parallel Decomposition of The MIMO Channel

Let us consider the system model described by (1.25). Without loss of generality, let us focus on

the signaly1 at the1st receive antenna, given by:

y1 = h11x1 +

N∑

i=2

h1ixi + z1. (1.19)
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Suppose the receiver wants to detect (guess) the most-likely signalx1 that was transmitted,

given the received signaly1. Then, one approach would be to treat the whole term
N∑

i=2

h1ixi + z1

as noise. However, this term could have a very large power (norm) compared with the termh11x1.

Thus appears the need to cancel the term
N∑

i=2

h1ixi prior to detectingx1. One approach towards

this end is to use thesingular-value decomposition(SVD). It is known that any matrixH can be

SVD-decomposed as follows:

H = UΛV, (1.20)

where:

• U, V are unitary matrices (i.e. unit-norm matrices whose columns are mutually-orthogonal)

• Λ is a diagonal matrix (i.e. a matrix where all non-diagonal entries are zero).

Therefore, if the respective inversesU−1 andV−1 of U andV are resp. applied to the received

and transmitted signalsx andy as depicted in Fig. 1.7, we get:

y = U−1
(
HV−1x+ z

)
(1.21)

= U−1
(
UΛVV−1x+ z

)
(1.22)

= λx+ z̃, (1.23)

wherez̃ is a modified noise but nonetheless white, Gaussian and having the same power as the

original noisez (owing to the fact that the matricesU, V are unitary). It follows that the received

signal at e.g. receive antenna 1 becomes:

y1 = λ11x1 + z1, (1.24)

thereby making the detection ofx1 at the receiver’s side possible.

The procedure of computing the matrixV and applying it at the transmitter’s side is called

transmit precoding.

Likewise, the procedure of computing the matrixU and applying it at the receiver’s side is

calledreceive shaping.

Finally, the eigenvaluesλ11, ..., λNN are called theeigenmodesof the channel3.
3The number of eigenvalues of the channel isminN,M . By denotingλNN the last eigenvalue, we are implicitly

assuming (without loss of generality) thatN ≤ M
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Figure 1.8: A general overview of MIMO systems.

Depending on the number1 ≤ n ≤ N of non-zero eigenmodes, we can distinguish:

• A rich-scattered channel, whenn = N , or equivalently when the channel matrixH is

full-rank.

• A correlated channel, whenn < N , or equivalently when the channel matrixH is rank-

deficient.

• A keyhole channel(which is a particular kind of correlated channels), whenn = 1 and the

correlation is purely owing to the propagation environment(a.k.a.spatial correlation).

1.3.2 Open-Loop MIMO Vs Closed-Loop MIMO

As we have just seen, performing SVD decomposition to determine the transmit precoder allows

for a reliable detection of MIMO signals at the receiver’s side. The availability of the CSIH at

the transmitter and the receiver is a requisite to achieve the parallel decomposition of the channel

and allow for a reliable transmission. While usually CSI is somewhat easily made available at the

receiver’s side, there may be situations where CSI is unavailable to the transmitter.

Based on CSI availability to the transmitter, we may distinguish two MIMO approaches:
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• Open-loop transmissions, where CSI is not available to the transmitter. In such a case,

the transmitter blindly transmits its signals without adapting the transmission to the channel

realizations.

• Closed-loop transmissions, where CSI is available to the transmitter. In such a case, the

transmitter can adapt its transmission to the channel, thereby increasing its transmission rate

(e.g. SVD decomposition).

Open-Loop MIMO

In open-loop MIMO systems, the transmitter does not know theinstantaneous realization of the

channel matrixH. This is the case for instance when the channel fades are too fast to track. As

such, it cannot use adaptive transmissions to adapt its transmission to the channel. In such a case,

rather than adapting to the instantaneous channel realizations, it is possible to adapt the channel

statistics instead. Indeed, channel statistics usually change less rapidly than the channel realiza-

tions themselves. Thus, even though the channel fades may berapidly-varying (e.g. high mobility

scenario), the channel statistics can still be tracked. Subsequently, it is possible to increase the

systemaveragecapacity, commonly known as theergodic capacity.

Closed-Loop MIMO

In closed-loop MIMO systems, the instantaneous realization of the channel matrixH, or some

related information, is available to the transmitter. In practice, it may be difficult for the transmitter

to determine such channel matrix by itself. Rather, it is common that the transmitter sends ana

priori known messageXp, called apilot sequence, to the receiver. The latter receives:

Y = HXp + Z, (1.25)

from which it attempts to estimate the channelH under the uncertainty caused by the additive

noiseZ. The following estimators are traditionally used to estimate the channel [11]:

• The Least Squares Estimator (LS)

Ĥ = YX†
p

(
XpX

†
p

)−1
(1.26)
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Figure 1.9: Phases that make up closed-loop MIMO.

• The Minimum Mean Squared Error Estimator (MMSE)

Ĥ = YX†
p

((
XpX

†
p

)−1
+ σ2IM

)−1

. (1.27)

Subsequently, the receiver feeds back the channel state information (either the channel ma-

trix estimateĤ or function of it) to the transmitter. The latter uses this channel information to

optimally transmit its data, e.g. to perform the SVD decomposition and determine the optimal

precoder. Fig. 1.9 illustrates the afore-described procedure.

Alas, the channel is not always constant and may change owingto a variety of reasons. It has,

however, a characteristic period of time during which it remains, on the average, almost constant.

Such period is called thechannel’s coherence time. Thus, a key requisite for closed-loop MIMO

to be efficient is that the channel estimation phase uses as little time as possible from the total

coherence time, so that much of the latter be used for transmitting useful data before the channel

changes into a new realization.

Throughout this thesis, unless otherwise mentioned, we shall assume that MIMO is operating

in the closed-loop mode.
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1.3.3 Full / Limited / Quantized CSI

Depending on the content of the signaling information that is transmitted from the receiver back

to the transmitter about the channel condition, three typesof CSI can be distinguished, namely:

Full CSI, limited (a.k.a.imperfect, partial) CSI andquantizedCSI.

The Full CSI Case

Originally, the term CSI referred to the channel matrixH. However, in closed-loop MIMO sys-

tems, feeding backH as the CSI appeared to be a time-and-resource costly signaling procedure.

For instance, in a4 × 4 MIMO system, the channel matrixH has 16 complex-valued channel

gains. Thus, if the receiver is to feed backH to the transmitter, then 32 floating numbers (half

referring to the real parts and the other half to the imaginary parts) have to be transmitted.

This led to the suggestion of alternative forms of CSI in the literature, as we shall see now.

The Limited CSI Case

The limited CSI category itself can be divided into 3 sub-categories, depending on how the channel

is modeled [10]:

• The zero mean spatially white (ZMSW) channel model: under such model, the channel

is assumed to have zero mean and white covariance (i.e. i.i.d. channel entries):

E {H} = 0 (1.28)

H = Hw, (1.29)

whereHw denotes a matrix with i.i.d. entries (Hw ∼ CN (0, INM )). In such a case,

feedback from the receiver is not needed at all, since the channel distribution is perfectly

known (CN (0, INM )).

• The channel mean information (CMI) model: the channel is assumed to have a non-zero

mean and a white covariance:

E {H} = H̄ (1.30)

H = H̄+
√
αHw, (1.31)
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whereHw denotes a matrix with i.i.d. entries (Hw ∼ CN (0, INM )), α denotes a parameter

andH̄ denotes the channel mean. In such a case, the channel mean hasto be computed by

the receiver and fed back to the transmitter.

• The channel covariance information (CCI) model: the channel is assumed to have a zero

mean but a non-white covariance:

E {H} = 0 (1.32)

H = (Rr)1/2 Hw
(
Rt
)1/2

, (1.33)

whereHw denotes a matrix with i.i.d. entries (Hw ∼ CN (0, INM )) andRt, Rr respec-

tively denote the correlation matrices at the transmit and receive array antennas. In such a

case, the channel covariance has to be computed by the receiver and fed back to the trans-

mitter.

In [12], [10], it has been shown that adaptive transmission (beamforming) may not be optimal (i.e.

may not be the capacity-achieving strategy) when using limited CSI. Precisely, a condition on the

largest two eigenvalues of the channel has been required in order to achieve the channel capacity

with only the channel mean or the channel covariance available at the transmitter. As there are no

ways to determine (in advance) whether a channel may or may not satisfy such conditions, limited

feedback can not guarantee a capacity-achieving MIMO data transmission.

The Quantized CSI Case

When full CSI is available to the transmitter, the latter canperform SVD decomposition and obtain

the optimal beamformer (precoder). This, as we said earlier, is the capacity-achieving power

allocation strategy. Albeit optimal, this solution comes at a high signaling cost, as the entire

channel matrixH has to be fed back to the transmitter every time the channel changes.

Quantized feedback is an alternative approach where the goal, rather than maximizing the

capacity, is to minimize the signaling cost while achievinga capacity as large as possible.

For this sake, the transmitter shall no longer use the SVD decomposition to determine the

optimal precoder.

Instead, it will use a precoderω∗ from within a predefined set of precodersΩ ,
{
ω1, ..., ω|Ω|

}
.

A precoderω ∈ Ω is called acodeword.

The setΩ of codewords shall be called acodebook.
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In that case, the full CSIH need not be fed back to the transmitter. Rather, the receivercan

select from withinΩ the optimal precoderω∗ as follows [13]:

ω∗ , argmax
ω∈Ω

‖Hω‖2 (1.34)

, argmax
ω∈Ω

∣∣∣ω†H†Hω
∣∣∣ (1.35)

Then, the receiver can feed back the vectorω∗ to the transmitter, thereby reducing the signaling

burden from one matrix down to one vector. Even better, if thesetΩ is a priori known to the

transmitter, then it suffices that the receiver only sends the index of the optimal codeword within

Ω, rather the sending codeword itself. Thus, if the codebookΩ has‖Ω‖ = n codewords, then

only m = log2 (n) bits need be transmitted in the feedback phase.

3GPP LTE and beyond wireless standards uses quantized feedback, with codebooks having up

to 16 codewords [14], thereby requiringlog2 (16) = 4 bits for CSI feedback, at the most.

1.3.4 Single-User MIMO Vs Multi-User MIMO

Single-User MIMO (SU-MIMO) refers to scenarios where only one transmitter is sending data to

only one receiver on a given channel.

Contrarily, multi-user MIMO (MU-MIMO) refers to settings where MIMO communications

involve more than one transmitter and/or more than one receiver, see Fig. 1.10:

• When multiple transmitters are simultaneously transmitting over the same channel to the

same (single) receiver, the channel is called amultiple-access channel(MAC). In cellu-

lar networks, this may correspond to the uplink channel where multiple cell phones may

simultaneously transmit data to the same base station.

• When only one transmitter is transmitting over the same channel to the multiple receivers,

the channel is called abroadcast channel(BC). In cellular networks, this may correspond

to the downlink channel where multiple cell phones may simultaneously receive data (over

the same channel) from a single base station.

• When multiple transmitters are transmitting to their respective receiver(s) over the same

channel, the channel is called aninterference channel(IC).
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(a) A multiple-access channel (MAC, many-to-one)

(b) A broadcast channel (BC, one-to-many)
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(c) An interference channel (IC)

Figure 1.10: Various MU-MIMO scenarios.
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1.4 On The Channel Capacity of MIMO Systems

The potential benefits from using multiple antennas can be assessed using two performance met-

rics:

1. Capacity gains: How much capacity increase do we get when we useN > 1 antennas at

the transmit side and/orM > 1 antennas at the receive side w.r.t. the single antenna case

(SISO) ?

2. Capacity scaling gains (also known as the MIMOdegrees of freedom): How does capac-

ity scalewith the number of transmit/receive antennas ? For instance, if we use a 4-by-4

MIMO system (N = 4 transmit antennas andM = 4 receive antennas), do we get 4 times

the channel capacity of a SISO (1-by-1) system?

1.4.1 The Single-User Case

Main Capacity Result

The channel capacity, as defined by Shannon [2], is given by the mutual informationI (x,y)

between the channel inputx and the outputy:

C , max
Qx

I (x,y) (1.36)

= max
Qx

(H (y)−H(y|x)) . (1.37)

It can be shown [15] that the capacity formula (1.37) can be re-written as:

C = max
Qx

log2 det

(
IM +

1

σ2
HQxH

†

)
. (1.38)

When Full CSI Is Available At The Transmitter

In order for the afore-mentioned channel parallel decomposition to be feasible, the channelH has

to be known at the transmitter and the receiver, so that each can compute its respective precod-

ing/shaping matrix. In such a case, the capacity formula in (1.38) is shown to be [10]:

C =

rank(H)∑

i=1

log2(1 + λi
pi
σ2

), (1.39)
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wherepi denotes the transmit power allotted to theith transmit signalxi. This capacity result

leads to an important conclusion: optimal transmit powers(pi)1≤i≤N are most-likely different

from each other. Indeed, the channel gainsλi are, most-likely, unequal. Therefore, applying a

given transmit power to one antenna/eigenmode would yield adifferent capacity from applying

this very same power on a different antenna/eigenmode.

For instance, Let us assumeσ2 = 1, for simplicity. Then ifλ1 = 0.5 andλ2 = 1, then using

p1 = 5 watt to transmit on the first eigenmode would contribute to the total channel capacityC by

C1 = log2(1 + 0.5 × 5) ≈ 1.8 bit/sec/Hz, whereas using the same transmit power for the second

eigenmode would contribute to the total channel capacityC by C2 = log2(1 + 1 × 5) ≈ 2.6

bit/sec/Hz, i.e. 45 % more capacity.

Channel eigenvalues can differ by a significant order of magnitude. So, it pays more to use

most of transmit power on the good eigenmodes. The optimal power allocation scheme under

perfect CSI is called thewaterfilling algorithm[10].

When CSI Is Not Available At The Transmitter

When CSI is not available at the transmitter, the transmitter can no longer apply the waterfilling

algorithm as it cannot perform the SVD decomposition of the channel. In such a case, it has

been shown that uniform power allocation (applying the sametransmit power to all antennas:

Qx , P
σ2 IM ) can be optimal when the number of antennas is sufficiently large [15].

Further, as the channel is unknown to the transmitter, the notion of instantaneous capacity

becomes irrelevant. Instead, an ergodic capacity is computed, which is the average of the instan-

taneous capacity over a sufficiently large number of channelrealizations (i.e. a period of time

sufficiently larger than the channel’s coherence time):

Cerg = EH

{
log2 det

(
IM +

P

σ2
HH†

)}
. (1.40)

On MIMO Capacity Scaling: The Keyhole Problem

The previous capacity formulae predict not only the capacity gains (in bit/sec/Hz) but also the ca-

pacity scaling gains with the number of antennas. Assuming channel state information (CSI) avail-

ability, it can be inferred from (1.39) that the capacity of aMIMO channel between anN -antenna

transmitter and anM -antenna receiver isn times that of a single-input-single-output (SISO) chan-

nel, wheren is the rank of the MIMO channel gain matrix, less than or equalto min{N,M}.
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In particular, if the channel matrix has full rank (a so-called rich-scatteredenvironment), channel

capacity scales withmin{N,M}, i.e.n = min{N,M}.

Clearly, the higher the channel rank, the more beneficial MIMO will be (from a capacity per-

spective) compared with a SISO system. Thus, from this perspective, it is interesting to determine

conditions under which channel matrix has full rank, and to ensure that these conditions are met

so that channel capacity is maximized.

While it has been long believed that decorrelating transmitantennas (e.g. by sufficiently spac-

ing them) amply ensures a full-rank channel matrix [16, 17],recent works [16–18] demonstrated

that in a so-calledkeyholescenario, channel matrix has unit rank,even when its entries have zero

correlations between each other. Subsequently, the benefits of rich scattering are suppressed, and

channel capacity scales as that of a SISO channel (i.e.n = 1).

Such a frustrating result was first theoretically predictedin [16,17], and later verified through

an experimental testbed in [18]. MIMO keyholes occur when radio waves come across metal

obstacles with small holes only through which they can propagate (spatial keyholes, see Fig. 3.1).

They are also encountered in urban environments with so-called street canyons(narrow streets

bordered by tall buildings), and in some indoor environments such as corridors, hallways and

subway tunnels, settings which may act as single-moded waveguides at large distance from the

source, thereby allowing only a single electromagnetic mode to pass through (modal keyholes).

Finally, outdoor keyholes may also occur owing to a diffraction at rooftop edges (diffraction-

induced keyholes).

1.4.2 The Multi-User Case

Unlike the single-user case, the channel capacity isnot defined by a single capacity value, but

rather by a set of combinations of capacity values calledthe capacity region.

The MAC Capacity Region

In the MAC channel,K > 1 transmitters simultaneously transmit data to a single receiver.

• System model: ∀ k ∈ {1, ...,K}, let:

– xk denote the signal vector transmitted by thekth transmitter to the receiver

– Hk denote the MIMO channel gain matrix relative to the channel between thekth

transmitter and the receiver
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Then, the received signaly at the receiver’s side could be modeled as follows:

y =

K∑

k=1

Hkxk + z, (1.41)

wherez denotes the additive noise at the receiver’s side.

• Optimal signal detection strategy: The optimal detection strategy is calledsuccessive de-

coding[10] and goes as follows:

– Signals are detected in a decreasing order of signal strength. Without loss of generality,

assume the signalsx1, ...,xK are indexed such thatxK has the strongest signal.

– First, xK is detected from the received signaly by treatingx1, ...,xK−1 as additive

noise.

– Then, the estimatêxK is subtracted from the signaly to yield the filtered signal

y1,...,k−1.

– ThenxK−1 is detected from the signaly1,...,k−1 by treatingx1, ...,xK−2 as additive

noise.

– Then, the estimatêxK−1 is subtracted from the signaly1,...,k−1 to yield the filtered

signaly1,...,k−2.

– The procedure is reiterated until all signals are detected.

For clarity, an illustrative example of successive decoding is provided in Fig. 1.11 with 4

inputsx1, ...,x4 and one outputy1. The receiver’s goal is to ultimately detectx1. For that

sake, it has to successively detect the other inputs, then cancel them from the received signal

y1, then finally detect the useful signalx1.

• Achievable capacity region by successive decoding: Let Rk denote the rate of the trans-

mission of each transmitter. In order for the receiver to reliably understand all the received

messages, the transmission ratesRk must satisfy 2 conditions:

– Each transmission rateRk should not exceed the capacity of the sub-channel between

transmitterk and the receiver:

∀ k ∈ {1, ...,K} , Rk ≤ I (xk;y) . (1.42)
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Figure 1.11: An example of successive decoding withK = 4 inputs. The receiver’s goal is to
ultimately guessx1. W1,2,3: filter (e.g. MMSE) that cancelsx1,x2, x3.

– The sum of all transmission rates should not exceed the capacity of the channel be-

tweenx1, ....,xK on one side andy on the other:

K∑

k=1

Rk ≤ I (x1, ...,xK ;y) . (1.43)

Denoting byQ1, ...,QK the covariance matrices of the inputsx1, ...,xK , the MAC capacity

regionΓMAC is shown to be [10]:

ΓMAC =

{
(R1, ..., RK) :

K∑

k=1

Rk ≤ log det

(
IM +

K∑

k=1

HkQkH
†
k

)}
. (1.44)

The BC Capacity Region

In the BC channel, a single transmitter transmits toK receivers, withK > 1.

• System model: ∀ k ∈ {1, ...,K}, let:

– xk denote the signal vector transmitted by the transmitter to thekth receiver
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– Hk denote the MIMO channel gain matrix relative to the channel between thekth

transmitter and the receiver

Then, the received signalyk at thekth receiver’s side could be modeled as follows:

yk = Hk

K∑

j=1

xj + zk, (1.45)

wherezk denotes the additive noise at thekth receiver’s side.

• Optimal precoding strategy: the optimal precoding strategy for the broadcast channel is

dirty-paper coding[10]. This transmission strategy relies on Costa’s original scheme [19]

for interference channels where the interference is non-causally known by the transmitter.

For instance, in a SISO system, suppose that the received signal is :

y = x+ s+ z, (1.46)

wherex, s, z resp. denote the useful signal, the additive interference and the additive noise.

Thus, if the transmitter non-causally knows the interference, it can subtract in advance from

the useful signal and send instead:

x̃ = x− s, (1.47)

in which case the received signal would be:

y = x̃+ s+ z (1.48)

= (x− s) + s+ z (1.49)

= x+ z, (1.50)

thereby achieving the capacity of an interference-free channel. The application to the MIMO

case is a bit more involved, though:

– First, perform anLQ decomposition of the channel matrixH. That is, find matrices

L, Q such that:

∗ H = LQ

∗ L is lower triangular



1.4. ON THE CHANNEL CAPACITY OF MIMO SYSTEMS 29

∗ Q is quadratic.

– Defineu , [u1, ..., uN ] such that:

u1 = x1 (1.51)

u2 = x2 −
l21
l22

x1 (1.52)

u3 = x3 −
l32
l33

x2 −
l31
l33

x3 (1.53)

... (1.54)

uN = xN −
lN(N−1)

lNN
xN−1 − . . .− lN2

lNN
x2 −

lN1

lNN
x1 (1.55)

– Finally, send:

v = Q−1u (1.56)

– Subsequently, all computations done, the received signaly is such that:

y1 = l11x1 + z1 (1.57)

y2 = l22x2 + z2 (1.58)

... (1.59)

yN = lNNxN + zN (1.60)

• On the DPC achievable capacity region: LetRk denote the rate of the transmission intended

for receiverk, 1 ≤ k ≤ K. Then, it can be shown that :

Rk = log

det

(
IM +Hk

(
K∑

i=k

Qxi

)
H

†
k

)

det

(
IM +Hk

(
K∑

i=k+1

Qxi

)
H

†
k

) (1.61)

whereQxi
denotes the covariance matrix relative to the signalxi intended for receiveri. In

the previous example, we have applied the DPC algorithm by starting withx1. We could

have started with any other input, though. Clearly, for every permutation of user input

indices, we could get a different capacity value. The union of all ratesRk over the all

permutations is the DPC capacity region.
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Figure 1.12: An overview of the capacity-achieving power allocation strategies in MIMO systems.

The Scheduling Issue

The scheduling issue arises when the number of transmit antennas is smaller than the number of

users.

Suppose, for instance that a cellular site has, on the average, 20 active users that are served

by a 4-transmit-antenna base station (BS). Evidently, at a given time, no more than 4 users can be

served.

The scheduling problem consists in determining the best selection strategy that maximizes

the system’s total capacity, possibly subject to given constraints (ensuring fairness among users,

minimizing the average queuing delay, etc.).

For instance, back to the afore-mentioned example, the BS, -out of concern for fairness-, may

schedule the users’ transmissions in a Round-Robin fashion, periodically serving each group of 4

users every 5 time slots.

Nonetheless, although fair, such is not an optimal solutionfrom a capacity perspective. Indeed,

if we are to maximize capacity, we had better opportunistically pick the users who have the 4 best

channel conditions while having minimum interference between each other (i.e. 4 largest-SNR

mutually-orthogonal users) [20].
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But then again, some users may have good channel conditions all the time (e.g. owing to

proximity to the BS), while others may go into deep fades and have bad channel conditions most

of the time. The capacity-maximizing scheduling approach is less likely to schedule users with

bad channels, and as such it is far from perfect, too.

The computational cost of the scheduling procedure is also an important design factor as well

for scheduling policies. As the set of candidates becomes larger, the computational cost of the

search for optimal candidate set becomes prohibitively expensive. With just a population ofK =

20 users, there are
(20
4

)
≈ 5000 possible scheduling combinations. With a population ofK = 100

users, this figure jumps to roughly 4 million combinations.

As always in telecommunications, the signaling cost is important in deciding the worthiness of

a communication scheme. In order to determine the optimal to-be-scheduled 4 users, all 20 users

have to send their CSI to the transmitter. But why should 20 receivers feed back their CSI when

only 4 will be scheduled for transmission ?

Finally, there is the cross-layer design issue. Physical-layer scheduling only schedules users

based on their channel conditions. But packets intended forthe different users have different orders

of arrivals from higher layers. If, the queuing delay is disregarded in the scheduling policy, some

packets may end up incurring very large delays at the transmitter’s buffer (or worse, be dropped).

Hence, failure to take the queuing delay into account when scheduling packets would most-likely

result in a failure to satisfy the requirements of delay-sensitive applications (Video on Demand

(VoD), circuit-emulated voice calls and networked gaming,to name a few) for which some packet

delay constraints should be met (see our contribution in Chapter 4).

1.5 Thesis Outline and Summary of Results

For convenience in exposition, a thesis outline is illustrated in Figs. 1.13, 1.14 and a summary of

results is provided in Tables 1.1, 1.2, 1.3 and??.
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Figure 1.13: Approaches towards MIMO capacity enhancementconsidered in this thesis.
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Table 1.1: Outline of Chapter 2

Research Problem

• In Closed-loop MIMO, it is crucial to minimize the duration of the
CSI estimation and feedback phase.

• Thus, our aim is to achieve adelay-freeCSI estimation and feed-
back phase.

Conventional Approach

• In [21], a delay-free feedback scheme called Echo-MIMO has
been proposed for Closed-Loop MIMO systems, where the receiver
echoes the received signalon the flyto the transmitter without any
processing.

Limitations

• Though Echo-MIMO allows for a reduced feedback latency, it
comes at high power-and-bandwidth costs, as two MIMO trans-
missions are required in the feedback phase to send two full CSIs
related to the inward (BS→ MS) and the outward (MS→ BS)
channels.

Proposed Solution

• In [22], we present a feedback scheme that preserves the advantages
of Echo-MIMO while requiring only one feedback transmission to
transmit both CSIs, at no extra transmit power or bandwidth costs.

Summary of Results

• A delay-free feedback with only 1 feedback transmission (unlike
the conventional scheme where 2 feedback transmissions arere-
quired)

• Enhanced CSI estimation reliability, as in the proposed scheme we
do not echo the noise back to the transmitter.
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Table 1.2: Outline of Chapter 3

Research Problem

• A MIMO keyholeis a propagation environment such that the chan-
nel gain matrix has unit rank (single degree of freedom),irrespec-
tive of the number of deployed antennas or their spacing, thereby
reducing the MIMO channel capacity to that of a SISO channel.

Conventional Approach

• None. To the best of our knowledge, the related literature seems to
consider such degeneration hopeless.Related works are limited to
performance analysis under the keyhole effect: [23–31], toname a
few.

Limitations

• Not Applicable (As there are no conventional schemes to compare
with).

Proposed Solution

• In [32], we demonstrates that relay-assisted MIMO systems can
mitigate keyhole effects.

• Precisely, provided that the source-relay channel is keyhole-free,
we show that there exists a “cutoff” relay transmit power above
which keyhole effects can be mitigatedeven when both the source-
destination and the relay-destination channels incur keyhole effect.

• We devise the closed form of this power threshold as functionof the
source transmit power and the channel matrices brought intoplay
in the relay channel.

• Later in [33], we provide enhancements to the previous idea by
providing a power allocation scheme that does not require any CSI
(channel matrix) knowledge.

Summary of Results

• Keyhole effect is properly dealt with as we can achieve a linear scal-
ing growth of the capacity with the number of transmit antennas.

• Further, the optimized solution in [33] does not require anyCSI
knowledge, thereby making it very fit for practical scenarios as no
signaling costs are incurred.
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Table 1.3: Outline of Chapter 4

Research Problems

• On joint scheduling and feedback in MU-MIMO.

Conventional Approach

• In order for the transmitter to perform user selection, conventional
works [20, 34] assume the knowledge of the CSI related to all can-
didate users to be available at the transmitter.

• Traditional scheduling approaches aim at maximizing capacity [20]
or ensuring fairness among users [34]. By doing so, they disregard
higher-layer QoS requirements, such as packet delays.

Limitations

• Costly and inefficient feedback procedure: Why would, say, 20
users feed back their CSI when only 4 will be scheduled for trans-
mission?

• Further, the conventional physical-layer scheduling do not consider
the order at which packets arrive, nor their individual delay con-
straints (depending on their respective guaranteed quality of service
(QoS) requirements).

Proposed Solution

• We provide in [35, 36] a power-and-bandwidth efficient feedback
scheme in whichonly likely-to-be-scheduled usersfeed back their
CSI, thereby reducing the number of required feedbacks and the
computational burden of exhaustive search for best users atthe
transmitter’s side.

• We show in [35, 36] that conventional sum-capacity maximiz-
ing scheduling policies fall short to meet the requisites ofdelay-
sensitive applications, and we provide appropriate scheduling
scheme for such-constrained users.

Summary of Results

• Signaling and complexity burden reduction owing to the proposed
feedback scheme.

• By-order-of-magnitude delay reduction owing to the proposed
QoS-aware scheduling scheme.

• The proposed scheme, however, incurs a slight capacity decrease
owing to the fact that the search for to-be-scheduled users is only a
subset of the total available users. This decrease in capacity trades
for the cost and complexity reduction owing to the proposed feed-
back scheme.



Chapter 2

On Full CSI Feedback in Closed-Loop

MIMO

2.1 Introduction

Multiple-input-multiple-output (MIMO) systems provide high capacity gains when channel state

information (CSI) is available to both channel endpoints1 [15], [10], by means of adaptive trans-

mission (e.g. water-filling [37]). Perhaps the main challenge of an adaptive bidirectional com-

munication is for both endpoints to acquireaccurateandtimelyCSI estimates of their respective

inward2 and outward3 channels. While, traditionally, inward CSI is somewhat easily estimable

(e.g. from a received training sequence [11]), estimating outward CSI is challenging at best.

In practice, if the variations of transmitter’s outward channel are slow enough, the receiver (for

which this channel is inward, thus estimable) may feed its CSI estimation back to the transmitter,

a scheme commonly-known asClosed-Loop MIMO. Fig. 2.1 illustrates this concept. A popular

feedback approach in Closed-Loop MIMO systems isQuantized Feedback(QF) [13], where the

receiver determines from the estimated CSI the best beamforming weight from a codebook and

sends to the transmitter the index of the corresponding codeword. While such a processing tremen-

dously reduces the feedback rate, its computational complexity brings forth prohibitive delays at

the receiver’s side.

1An endpoint being a transmitter or a receiver
2An inward channel is a channel where the endpoint is on the receiving side
3An outward channel is a channel where the endpoint is on the transmitting side

37
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Figure 2.1: Phases brought into play in Closed-Loop MIMO during channel’s coherence time

Recently, “Echo-MIMO”, a delay-free feedback scheme, has been proposed [21], where the

receiver echoes the received signalson the flyback to the transmitter without any significant pro-

cessing. Then, the receiver is required to transmit its own training symbols (these are needed to

estimate the transmitter’s inward channel). By efficientlyexploiting the two received snapshots,

the transmitter is capable of estimating the CSI related to both its inward and outward channels.

Such a method virtually takes out any processing delays at the receiver’s side. Further, it provides

the transmitter with full CSI (rather than a quantized version), thereby achieving higher multiplex-

ing gains during the adaptive transmission phase [21]. Yet,Echo-MIMO has drawbacks of its own,

too. It comes at high power-and-bandwidth costs, since the fed-back CSI is retransmitted using

as many antennas as for “regular” MIMO transmissions. Besides, two transmissions are required

from the receiver so that the transmitter can estimate the channels. Finally, the noise of the inward

channel is also echoed to the transmitter, which - as will be explained later-, may degrade the

channel estimation accuracy.

In this chapter, based on the concept of Echo-MIMO, we introduceTransparent Inband Feed-

back(TIF), a two-way MIMO scheme that overcomes the shortcomings of the former while pre-

serving its advantages. The proposed feedback scheme is labeled Inband as the echoed signals

and the receiver’s are combined, therefore no dedicated feedback channel is required. It is labeled

Transparentbecause the signals are projected onto orthogonal signal subspaces prior to their com-

bination (thereby making their separation lossless at the transmitter’s side), and because it does

not require any extra bandwidth nor extra transmit power.

2.2 On The Coherence Time of A Wireless MIMO Channel

In this section, we explain the notion of channel coherence and its relation to the feedback fre-

quency in MIMO systems.
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2.2.1 The Doppler Effect

The state of a communication channel may change in time owingto a variety of reasons. Such

variations are particularly significant in wireless channels, owing to the mobility of the transmitter

and/or the receiver.

The time variations of the channel that arise from the transmitter’s/receiver’s motion are called

the Doppler effector the Doppler shift. Basically, a shift in frequency is observed as follows:

the signal’s frequency is increased when the receiver approaches the transmitter and is decreased

otherwise.

The Doppler shift can be intuitively explained as follows. When the receiver is getting closer to

the transmitter, a transmitted electromagnetic wave wouldtake slightly less time (then the previous

one) to reach the receiver. Such time difference creates an increase in the frequency. Thus, even

though the frequency at which the signals are emitted is unchanged, the frequency of the signals at

the reception is increased. A similar justification can be provided for the case where the receiver

is recedes from the transmitter.

2.2.2 Why Is It Necessary That The Fed-Back CSI Matches The True Channel In

Closed-Loop MIMO ?

Throughout thesis, we have reiterated the importance of CSIavailability at the transmitter’s side.

But, as we explained earlier, the wireless channel changes frequently. Therefore, if the CSI feed-

back is late, there is a chance the CSI would not match the truechannel.

One might wonder what impact would have a CSI mismatch on the channel capacity.

Recall that the capacity of a point-to-point closed-loop MIMO system is given by:

C = max
Qx

log2 det

(
IM +

1

σ2
HQxH

†

)
, (2.1)

where:

• M denotes the number of receive antennas,

• H denotes the channel matrix,

• Qx denotes the power allocation (input covariance matrix) at the transmitter,

• σ2 denotes the noise power.
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Let e , H− H̃, whereH̃ denotes the outdated CSI value. Then, the channel feedback delay

will impact the channel capacity as follows:

CDelay = log2 det

(
IM +

1

σ2 + ‖e‖2
H̃QxH̃

†

)
. (2.2)

In other words, the feedback delay will decrease the channelcapacity by:

• increasing the noise power owing to the channel errore,

• possibly making the optimal power allocation sub-optimal:The covariance inputQx is

optimal forH, but it may not necessarily be optimal for channelH̃.

2.2.3 Then, How Often Should The CSI Be Fed Back To The Transmitter ?

In theory, the channel could change into a new realization atany moment. If the channel has to be

tracked at the slightest change, then clearly closed-loop MIMO may become too difficult to realize

in practice.

However, even though the channel realizations may change instantaneously, it is rather un-

likely that the channel realizations at timest andt+ δt (whereδt is an infinitesimal time period)

may be significantly different. Therefore, there exists a period of time during which the channel

may be deemed constant. Such period is the afore-describedchannel coherence time.

2.2.4 Motivation of Our Research: The Need For A Fast CSI Feedback

From this observation, emerged a new channel model that is widely used in closed-loop MIMO:

The block-fading model. In a block-fading channel of coherence timeTc, the channel is modeled

as constant duringTc seconds after which it changes into a new realization.

Tc is given by:

Tc ,
c

8fcν
, (2.3)

wherec, fc andν denote the speed of light (3 × 108 m/sec), the carrier frequency in Hz and the

node speed in m/sec.

Let us take an example. Say the carrier frequency is 2.4 GHz and receiver’s speed is 20 km/hr.

Under such assumptions, the channel’s coherence time isTc = 2.8 ms.
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Table 2.1: Main Simulation Parameters.
Number of transmit antennas (M ) 2
Number of receive antennas (N ) 2
Distance between transmit antennas (in wavelengths) 6
Distance between receive antennas (in wavelengths) 0.4
Carrier frequency (fc, in GHz) 6
Number of Paths 20
Mobile node’s velocity (in km/hr) 5, 10, 20, 50

Therefore, if the transmission rate isR = 128 Kbps, at most 358 bits can be transmitted before

the channel changes into a new realization4.

In closed-loop MIMO, this upper bound of transmittable bitsincludesboth the pilot symbols

transmitted during the channel estimation phase and the data symbols transmitted during the data

transmission phase. More to the point, this upper bound doesnot account for the processing delay

at the receiver’s side. Therefore, it is imperative that as little time as possible should be allotted to

the channel estimation and feedback phase, so that most of the coherence timeTc be used in the

data transmission phase.

For illustrative purposes, we provide below in Figs. 2.2, blockfading, the evolution of the

power gain a channel coefficienth11 in time for different mobility patterns, as well as the cor-

responding block-fading model. The channel coefficients were generated in accordance with the

3GPP spatially-correlated model (SCM) with simulations parameters as specified in Table 2.1.

2.3 System Model And Preliminaries

We start by defining the system model, then we briefly outline the conventional scheme and we

point out some of its limitations that will be tackled in thiswork.

2.3.1 System Model

We consider the conventional point-to-point MIMO system model of [21], which we shall briefly

outline. Because we are considering a bidirectional communication, the notions of “transmitter”

and “receiver” may lead to confusion. Thus, we denote by Alice and Bob the two terminals

brought in play by our model, havingM andN antennas, respectively. W.r.t. Alice, inward

(Hba) and outward (Hab) channels are assumed to be Rayleigh-faded, frequency-flatand time-

varying, obeying the conventional block-fading law of coherence time5 T . Two-way additive

4
(

2.8 × 10−3
)

×
(

128× 103
)

= 358.4.
5T is the time interval during which the channel remains constant, before changing to a new independent realization.
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Figure 2.2: One second in the life of four wireless channels.The Doppler effect for different
receive mobility patterns.
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Figure 2.3: Comparison of the block-fading model and the true channel realizations. Observe
how the coherence time is decreased with mobility. At high speed, the block-faded channel has
the same realization as the true model, thereby making closed-loop MIMO very impractical (the
channel variations being too fast to track).
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noises (Za,Zb) are modeled as Zero Mean White Gaussian (ZMWG), and are assumed to have

roughly equal noise variances, i.e.σ2
a ≈ σ2

b . Transmission of a training blockX (matrix of pilot

symbols) ofL signal vectors using anM ×N MIMO system can be modeled as:

Y =

√
ρ

M
HX+ Z (2.4)

whereρ is the average transmit power,X ∈ C
M×L is the transmitted training matrix,H ∈ C

N×M

is the complex channel gain matrix,Y ∈ C
N×L is the received signal matrix andZ ∈ C

N×L

denotes the noise matrix.

At the reception, the following estimators may be used to estimate the channel [11]:

• The Least Squares Estimator (LS)

Ĥ =

√
M

ρ
YXH

(
XXH

)−1
(2.5)

• The Minimum Mean Squared Error Estimator (MMSE)

Ĥ =

√
M

ρ
YXH

((
XXH

)−1
+

M

ρσ2
IM

)−1

(2.6)

The coherence timeT is decomposed into two phases: a phase of durationTp where channel

is estimated by Bob and fed back to Alice, and a phase of durationTd = T − Tp where Alice uses

the fed-back CSI to send a data block of lengthTd via capacity-achieving adaptive transmission.

Obviously, we are interested in havingTd ≫ Tp so as to perform as many adaptive transmissions

as possible with the fed-back CSI, before the channel changes from state. Fig. 2.1 illustrates the

considered scenario.

2.3.2 Echo-MIMO: An Overview

We briefly overview a part of the feedback protocol proposed in [21] in relation with the stated

problem:

1. Alice sends her training matrix,Xa, to Bob. For channel identifiability,Xa should be full-

rank (M ) and such that (L ≥ M ) [11], [38]. Following (1), Bob receives:

Yab =

√
ρ

M
HabXa + Zb (2.7)
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2. Bob amplifies the signal to palliate the pathloss and shadowing effects, then echoes it back

to Alice. Alice receives:

Yaba =

√
ρ

N
HbaHabXa +

Z1︷ ︸︸ ︷√
ρ

N
HbaZb + Za1 (2.8)

(We assume same transmit powers for Bob and Alice, for simplicity.)

3. Bob sends his own training matrixXb. Alice receives

Yba =

√
ρ

N
HbaXb + Za2 (2.9)

4. Alice, knowing the training matrixXb, estimatesHba (e.g. using (3)). Then, she plugs the

estimate (̂Hba) in (3) and, knowing her own training matrixXa, she estimates the fed-back

CSIHab from (5).

2.3.3 Comments on Echo-MIMO

Certainly, Echo-MIMO provides significant gains -comparedwith Quantized Feedback- in terms

of processing delays at Bob’s side, as the received signal isechoed on the fly. However, it has at

least the following shortcomings:

• Two transmissions ((5), (6)) are required from Bob before Alice can estimate any channel.

• The noiseZb is echoed as well, thereforeZ1 in (5) involves noises of both Alice’s inward

and outward channels. Thus, there is a legitimate concern onwhether the echoed noise

significantly affects the estimation accuracy of channelHab (and in turn the achievable

capacity during the adaptive transmission).

These limitations will be further investigated in the following section.

2.4 Proposed Scheme

In what follows, we present a feedback scheme that overcomesthe previously mentioned limita-

tions while preserving the advantages of Echo-MIMO.
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2.4.1 Transparent Inband Feedback (TIF)

To reduce the number of feedback transmissions from two to one, we suggest that the two signals

be combined together after being projected on subspaces spanned by two orthogonal matricesP

andQ. These matrices are required to be full rank (for channel identifiability) and to lie in the

null space of each other, i.e.PQ = 0L×L. Owing to the rank-nullity theorem, a requisite for such

matrices to exist is thatK ≥ L ≥ M +N , K being Bob’s training sequence length. Besides, we

require these matrices to be unit norm, so that noise be not enhanced by the processing at Alice’s

side. The proposed feedback scheme consists of the following steps:

• As in Echo-MIMO , Alice sends her signal matrixXa to Bob through the channelHab. Bob

receives:

Yab = HabXa + Zb (2.10)

• Unlike Echo-MIMO , instead of echoingYab as received, Bob estimates the channelHab

(knowingXa) and uses this estimate to reproduce a less-noisier replicaof Yab:

Ỹab = (Hab +∆Hab)Xa (2.11)

where∆Hab denotes Bob’s estimation error. It will be shown, later, that this operation

significantly enhances the estimation accuracy at Alice’s side.

• Unlike Echo-MIMO , instead of sendingYab andXb in two transmissions, Bob sends the

following mixture:

V =

√
ρa
N

ỸabP+

√
ρb
N

XbQ
H (2.12)

whereP ∈ C
L×K , Q ∈ C

K×L, ρa andρb denote the average transmit powers dedicated

to the echo and Bob’s training signal, respectively andH denotes the Hermitian (conjugate

transpose) operator.

• Alice receives:

Yba = HbaV + Za (2.13)
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=

√
ρa
N

Hba (Hab +∆Hab)XaP+

√
ρb
N

HbaXbQ
H + Za

Now we show how Alice can estimate both unknown channelsHab andHba without requir-

ing any further transmissions from Bob. This estimation is achieved in two steps:

• Multiplying the received signal byQ(QHQ)−1 zero-forces the term inP:

YbaQ(QHQ)−1 =

√
ρb
N

HbaXb + ZaQ(QHQ)−1 (2.14)

Knowing Bob’s training matrixXb, Alice now can estimate the channelHba.

• Multiplying the received signal byPH(PPH)−1 zero-forces the term inQH :

YbaP
H(PPH)−1 =

√
ρa
N

HbaHabXa + Z2 (2.15)

where

Z2 =

√
ρa
N

Hba∆HabXa + ZaP
H(PPH)−1 (2.16)

Using the channel estimatêHba obtained in the previous step and the training sequenceXa, Alice

can estimate the channelHab. Fig. 2.4 summarizes the proposed scheme.

2.4.2 TIF vs Echo-MIMO, A Comparative Study

Feedback in TIF is less-noisier than that in Echo-MIMO

We demonstrate the following:

Lemma 1 The noise matrixZ1 in (5) is zero-mean, and its variance is given by:

σ2
echo =

ρaσ
2
a

NMK

r∑

i=1

λ2
i +

σ2
b

MK

whereσ2
a, σ

2
b denote the noise variances of Alice’s outward and inward channels, respectively, and

(λi)1≤i≤r denote the eigenvalues of matrixHbaH
H
ba ∈ C

N×N of rankr ≤ N .
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Figure 2.4: Proposed two-way communication scheme for CSI feedback in Closed-Loop MIMO

Proof The fact thatZ1 is zero-mean is straightforward (direct application of theexpectation,

channel matrices andP are constants and noisesZb andZa1 are zero-mean). The noise variance

is given by:

σ2
echo ,

1

MK
Tr
(
E
{
Z1Z

H
1

})
(2.17)

=
ρaσ

2
a

NMK
Tr
(
HbaH

H
ba

)
+

σ2
b

MK
(2.18)

=
ρaσ

2
a

NMK

r∑

i=1

λ2
i +

σ2
b

MK
(2.19)

Q.E.D.

Lemma 2 Assume that the estimation error∆Hab has zero mean and varianceσ2
H [11], and that

Xa is unitary. Then, the noise matrixZ2 in (12), (13) is zero-mean and, using the same notations

as Lemma 1, its variance is given by:

σ2
TIF =

ρaσ
2
H

NMK

r∑

i=1

λ2
i +

σ2
a

MK

Proof Similar to that ofLemma 1.
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Theorem 1 Assume a unit transmit power, i.e.ρa = 1. Then, irrespective of the channelHba,

feedback in TIF is always less-noisier than that in Echo-MIMO, i.e.:

σ2
TIF < σ2

echo, ∀ Hba

Proof In Section II, we have already assumed noises to have similarnoise variances. This yields:

σ2
TIF − σ2

echo =
ρa
(
σ2
H − σ2

a

)

NMK

r∑

i=1

λ2
i (2.20)

From [11], we have:

σ2
H =

1

1 + ρa
Mσ2

a
L

(2.21)

Therefore:

σ2
H − σ2

a =
σ2
a

(
1− σ2

a − L
M

)

σ2
a +

L
M

(2.22)

In TIF, owing to channel identifiability requirement, we haveL ≥ N+M > M , thereforeL
M > 1

and the fact thatσ2
a > 0 concludes the proof.

Hence, we can see that the noise power in the proposed feedback scheme is less than that in

Echo MIMO. This improves the estimation reliability of bothchannelsHba andHab, as will be

later observed in the numerical examples.

TIF Is No Less Power-Efficient Than Echo-MIMO

We express power efficiency in terms of how many symbols are transmitted in both cases for the

same transmit power. Fig. 2.5 compares the time slots in bothTIF and Echo-MIMO and the

involved transmit powers. It is self-evident that allotting the same power for both schemes during

a time slot of lengthN + M symbols implies thatρ = ρa + ρb. In Echo-MIMO, this power is

used to transmitN pilots of Bob andM pilots of Alice, i.e., a totalN +M pilots, while in TIF,

it is used to transmitN + M pilots of Alice andN + M pilots of Bob, i.e., twice as much as

in Echo-MIMO (2 × (N + M) pilots). In theory, onlyN pilots (resp.M pilots) are required

to fully identify the channelHba (resp. Hab). In such a case, both TIF and Echo-MIMO have

the same power efficiency as the total pilot duration from Bobto Alice is N + M symbols. In
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Figure 2.5: Comparison of the time slots of Echo-MIMO and TIFin terms of transmit power and
number of transmitted pilots

practice, however, more pilotsN ′ > N (resp. M ′ > M ) may be required to ensure reliable

channel identifiability. In such a case, Echo-MIMO based systems are required to increase their

power to transmitN ′ +M ′ pilots duringN ′ +M ′-symbol durations. In TIF, however,N ′ +M ′

pilots may be transmitted duringN +M -symbol durations only, owing to channel orthogonality

(provided thatL ≥ N ′ + M ′, the channel identifiability requirement). Thus, if more pilots are

needed than the theoretical minimum, TIF is more power efficient than Echo-MIMO.

Cost of TIF

Unlike Echo-MIMO (where Bob echoes Alice’s signal on the fly), TIF requires some processing

at Bob’s side. Channel needs to be estimated at Bob’s side (linear estimation, (O (N)), and overall

three additional matrix multiplications (O
(
N3
)
) and one matrix addition (O (N)) are required,

vis-à-vis Echo-MIMO. However, we believe this extra processing can be tolerated as it trades for

a significant increase in the estimation accuracy of Alice’sboth inward at outward channels.

2.5 Numerical Examples

In this section, we report results averaging105 runs performed through computer simulation. A

4×4 MIMO system was considered, and channels were modeled following Dent’s Rayleigh block

fading model [39]. By definition, the channel’s coherence time,Tc, is given by:

Tc ,
c

8fcν
, (2.23)

wherec, fc andν denote the speed of light (3 × 108 m/sec), the carrier frequency in Hz and the

node speed in m/sec. In our simulations, the carrier frequency was set to 2.4 GHz and Bob’s
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Figure 2.6: Channel estimation accuracy in terms of NMSE (dB)

speed to 20 km/hr. Furthermore, the transmission rate was set to 128 Kilo (BPSK) symbols per

second (Ksps). Therefore, channel coherence time allows for transmitting roughly 358 BPSK

symbols, see section 2.2.4. Finally, orthonormal sets of pilots were obtained from a Hadamard

matrix and 4 pilot symbols per antenna were transmitted every channel coherence time (thereby

leaving roughly 350-symbol duration for data transmission, as a 4-symbol duration is dedicated

to sending pilots from Alice to Bob and another 4-symbol duration is dedicated to sending pilots

from Bob to Alice). Besides, out of concern for fairness (vis-à-vis Echo-MIMO), equal powers

were allocated between the echoed pilots and Bob’s pilots.

2.5.1 Evaluation of the Estimation Accuracy

Fig. 2.6 illustrates the estimation accuracy of Alice’s both inward and outward channels in terms of

the Frobenius-norm-based Normalized Mean Square Error (NMSE) in dB. Regarding the channel

Hba, we observe that both TIF and Echo-MIMO have similar estimation accuracies. This result

confirms the previous intuition that the orthogonal projection operations by Alice are practically

seamless and do not cause any information loss. As for the inward channelHab, we observe

a better estimation accuracy of the proposed scheme than that of the conventional one. This is

owing to the noise reduction at Bob’s side in the proposed scheme. These results confirm the

intuition that a proactive action to mitigate the effects ofthe noise in the received signal (echoing

an almost noise-free signal) is better than a reactive action (on-the-fly echoing the received signal

with its noise, then accounting for its variance in the weight of the LMMSE estimator at Alice’s

side).
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However, it is noteworthy that the accuracy gains of the proposed compared with Echo-MIMO

decrease as the SNR increases. We shall provide an intuitiveand an analytical interpretation of

this observation.

• Intuitively, we have mentioned that TIF out-performs Echo-MIMO owing to the noise re-

duction operation at Bob’s side, which allows the latter to echo Alice’s signal practically

noise-free. However, when SNR increases, the noise degradation is less significant, in which

case TIF and Echo-MIMO achieve similar performance.

• Analytically, we have shown in Theorem 1 that TIF outperforms Echo-MIMO whenever

the estimation error at Bob’s side,σ2
H , is smaller than the noise variance at Bob’s side,σ2

a.

Further, we have:

σ2
a

σ2
H

=
σ2
a
1

1+ Lρ

Mσ2
a

(2.24)

= σ2
a +

Lρa
M

(2.25)

Clearly, when the noiseσ2
a decreases, so do the benefits of TIF w.r.t. to those of Echo-

MIMO.

Thus, we may conclude the following: while in theory TIF always outperforms Echo-MIMO, the

estimation accuracy gains are interesting when the noise atBob’s side is non-negligible.

2.5.2 Evaluation of The Spectral Efficiency

In the absence of estimation error, it is known that the spectral efficiency (channel capacity per

Hertz of bandwidth) of a MIMO system with channel matrixH, where the transmitter employs a

linear precodingG and the receiver employs a linear precodingF, is given by:

CSVD|H = log det

(
IN +

1

σ2
(FHG) (FHG)H

)
, (2.26)

whereσ2 denotes the noise variance. Whereas, in the absence of estimation error, the spectral

efficiency is given by:

C
SVD|Ĥ

= log det

(
IN +

1

σ2 + σ2
H

(
F̂HĜ

)(
F̂HĜ

)H)
(2.27)
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Figure 2.7: Spectral efficiency with prefect and estimated CSI. Different MIMO precoding
schemes.

Table 2.2: Precoding weights at the transmitter and the receiver for different precoding schemes.
Precoding Matrix Decompo-

sition
Precoding At The
Receiver (F)

Precoding At The
Transmitter (G)

SVD H = UΣV U† V†

ZFBF Not applicable None H†

QR H = QR Q† R†

From (2.27), as pointed out in [40], it appears that channel estimation error has two negative effects

on the spectral efficiency formula:

1. The precoding matriceŝF andĜ become ill-matched with the channel matrixH

2. The noise term is increased by the variance of the estimation power, thereby reducing the

effective SNR.

In this paragraph, we evaluate the achievable spectral efficiency of the adaptive transmission using

perfect and estimated CSI under different precoding schemes: SVD-based, Zero-Forcing Beam-

forming (ZFBF) and QR-decomposition-based precoding. Forthe afore-mentioned precoding

schemes, the precoders at the transmitter and the receiver are summarized in Table 1, where† de-

notes the matrix Moore-Penrose pseudo-inverse. It followsthat the spectral efficiencies achieved
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by such precoders in the absence of estimation error are given by:

CSV D = log det

(
IN +

1

σ2

(
U†HV†

)(
U†HV†

)H)
(2.28)

CZFBF = log det

(
IN +

1

σ2

(
H†H

)(
H†H

)H)
(2.29)

CQR = log det

(
IN +

1

σ2

(
Q†HR†

)(
Q†HR†

)H)
(2.30)

while the formulas in the presence of estimation error can betrivially derived from (2.27).

Fig. 2.7 illustrates the achievable spectral efficiency of the afore-mentioned schemes. The

spectral efficiency has been plotted in logarithmic scale because these schemes achieve capacities

with different orders of magnitudes. First, we observe thatthe proposed scheme (TIF) outperforms

the conventional scheme (Echo-MIMO) for all three precoding schemes. Indeed, it has already

been shown that TIF has a better estimation accuracy compared with Echo-MIMO. Such increased

estimation accuracy yields a lower estimation errorσ2
H and precoders that are better matched with

the real channelH. However, such capacity gains are more pronounced in the lowSNR regime.

As the SNR increases, we have seen that the estimation accuracy gains of TIF are decreased,

because echoing the noise does not hurt Echo-MIMO much. Hence, we conclude once again that

the proposed scheme is more suited for situations where the noise at Bob’s side is non-negligible.

Finally, we observe that the highest capacity gains are obtained with the SVD-based precoding,

since the latter is the capacity achieving precoding [15] and is very sensitive to channel estimation

accuracy. The smallest capacity gains are achieved with ZFBF as the latter requires no precoding

at the transmitter, thereby becoming less sensitive to CSI inaccuracies.

2.6 Conclusion

In this chapter, based on the concept of Echo-MIMO, a low-latency power-and-bandwidth efficient

feedback scheme was presented. The echoed signals are judiciously combined with the receiver’s

signals such that their separation at the transmitter is lossless, and that no extra transmit power nor

bandwidth be required. In addition, we confirmed the intuition that feeding back an estimate of

the received signal is better than echoing the received noisy signal on the fly and dealing with the

noise effect upon feedback reception.



Chapter 3

On Keyhole Effect Mitigation Through

Relay-Assisted Communications

3.1 Introduction

One reason behind the popularity of multiple-input-multiple-output (MIMO) systems is their high

spectral efficiency [15], [7]. Assuming channel state information (CSI) availability, it is known

that the capacity of a MIMO channel between anNT -antenna transmitter and anNR-antenna

receiver isn times that of a single-input-single-output (SISO) channel, wheren is the rank of

the MIMO channel gain matrix, less than or equal tomin{NT , NR} [7, 10, 15]. In particular, if

the channel matrix has full rank (a so-calledrich-scatteredenvironment), channel capacity scales

with min{NT , NR}, i.e. n = min{NT , NR}. From this perspective, it is interesting to determine

conditions under which channel matrix has full rank, and to ensure that these conditions are met

so that channel capacity is maximized.

While it has been long believed that decorrelating transmitantennas (e.g. by sufficiently spac-

ing them) amply ensures a full-rank channel matrix [16, 17],recent works [16–18] demonstrated

that in a so-called keyhole/pinhole scenario, channel matrix has unit rank,even when its entries

have zero correlations between each other. Subsequently, the benefits of rich scattering are sup-

pressed, and channel capacity scales as that of a SISO channel (i.e. n = 1).

Such a frustrating result was first theoretically predictedin [16,17], and later verified through

an experimental testbed in [18]. MIMO keyholes occur when radio waves come across metal

obstacles with small holes only through which they can propagate (spatial keyholes, see Fig. 3.1).

They are also encountered in urban environments with so-called street canyons(narrow streets

55
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bordered by tall buildings), and in some indoor environments such as corridors, hallways and

subway tunnels, settings which may act as single-moded waveguides at large distance from the

source, thereby allowing only a single electromagnetic mode to pass through (modal keyholes).

Finally, outdoor keyholes may also occur owing to a diffraction at rooftop edges (diffraction-

induced keyholes) [17].

Because the keyhole channel has unit rank irrespective of fading correlations or the number

of deployed antennas, such degeneration seems to have been thought of as irremediable. Indeed,

related literature has been limited to system performance analyses in the presence of keyholes:

achievable outage capacity regions [23, 24], performance analyses in multiple keyhole scenar-

ios [25, 26], performance of STBC codes in keyhole environments [27–29], evaluation of level

crossing rate (LCR) [30] and pairwise error probability [31], to name a few. There seems to be

no related work that has attempted to provide a solution to such issue, perhaps with the exception

of [17] where the authors pointed out that a horizontal arrangement of rooftop antenna arrays mit-

igates diffraction-induced keyholes. Regrettably, this solution proves inadequate to combat other

kinds of keyholes (e.g. spatial keyholes or modal keyholes). To the best of our knowledge, there

has been no universal solution for the MIMO keyhole problem,to date.

In this chapter, we investigate whether cooperative diversity (relay deployment) can mitigate

keyhole effects. A MIMO relay channel is depicted in Fig. 3.2. It brings into play three nodes

(source, relay and destination) and three channel gain matrices denoted byF, G andH. In down-

link channels of cellular networks, source and relay nodes are fixed base stations (BS) arbitrarily

positioned by the network operator. Therefore, we assume that the source and the relay nodes are

positioned such that the channel between them,F, to enjoy rich scattering. Cases whereeither of

the channels involving the destination (i.e.G or H) is keyhole-free are trivial, as either the direct

link (source-destination) or the relayed link (source-relay-destination) are keyhole-free. Hence, we

focus in this work on the more challenging scenario whereboth channels involving the destina-

tion (i.e.G andH) suffer from keyhole effects (i.e. have unit rank). This challenging assumption

is also in line with practical scenarios as it makes no assumptions on the destination’s mobility

pattern or localization (in downlink channels of cellular networks, the destination is traditionally a

mobile station (MS)). Finally, we only considerdegradedrelay channels, i.e. channels where the

source-relay signal is better than the source-destinationsignal, as it is often the case [41].

Under such framework, we take aim at determining necessary and sufficient conditions for

keyhole mitigation to be feasible.
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Figure 3.1: A MIMO (spatial) keyhole scenario

We make the following findings:

1. There exists a “cutoff” relay transmit powerP ∗
1 above which the keyhole effects can be

mitigated (i.e. MIMO capacity isn = min{NT , NR} times that of a SISO system).

2. Decreasing the relay transmit power belowP ∗
1 makes the keyhole effect unresolvable.

Besides, we provide a closed form expression for the relay transmit power thresholdP ∗
1 , which

we find to be function of the source transmit power and the channel matrices brought into play in

the considered relaying scenario.

Hence, assuming appropriate power allocation, cooperative diversity is put forward as an effi-

cient way to mitigate MIMO keyhole effects, even whenboththe source-destination and the relay-

destination channels are unit-rank. Furthermore, as we tackle the problem from an information-

theoretic perspective, the proposed solution is universal, being indifferent to the physical origins

behind the keyhole phenomenon.

The remainder is organized as follows. We start by presenting in Section 2 the system model

and preliminaries related to our study, then we derive a closed form for the capacity of the MIMO

degraded relay channel. From this closed form, we infer in Section 3 necessary and sufficient

conditions for keyhole mitigation to be possible under various CSI assumptions. Ultimately, we

provide numerical examples in Section 4 and we conclude our work in Section 5.
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3.2 System Model and Preliminaries

3.2.1 System Model

A generic MIMO relay channel is presented in Fig. 3.2, where the transmitter, the receiver and the

relay are equipped with multiple antennas. For simplicity,we assume same numberN of trans-

mit/receive antennas for all three entities, i.e.NT = NR = N . Source-relay, relay-destination

and source-destination channels are denoted byF,G,H, respectively. These are assumed to be

frequency-flat, complex-valued and subject to Rayleigh fading. Signals transmitted by the source

and the relay are respectively denoted byx, x1 and are assumed to be zero-mean complex random

vectors. Signals received by the relay and the destination are respectively denoted byy1, y. These

are corrupted by additive zero mean white Gaussian (ZMWG) noisesz1, z of variancesσ2
z1 , σ

2
z ,

respectively. Thus, the MIMO relay channel can be modeled bythe following equations:





y1 = Fx+ z1

y = Hx+Gx1 + z

(3.1)

Finally, source and relay transmissions are subject to power constraints that can be modeled

as follows:





tr (Qxx) , tr
(
E

{
xx†

})
≤ P

tr (Qx1x1) , tr
(
E

{
x1x

†
1

})
≤ P1

(3.2)

whereQxx, Qx1x1 denote the covariance matrices of signalsx, x1, respectively.

3.2.2 Preliminaries

On The Keyhole Effect

Consider a point-to-point MIMO scenario made up by anN -antenna transmitter and anN -antenna

receiver, and assume perfect CSI to be available to both channel endpoints. Then, it is widely

acknowledged that the achievable capacity is given by [10,15]:

C(µ) =

N∑

i=1

(log (µλi))
+ (3.3)
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Figure 3.2: The general MIMO relay channel

whereµ denotes thewaterfilling level, a parameter chosen to meet a given power constraint and

(λi)1≤i≤N denote the squared eigenvalues of the channel matrixH. From (5), one may infer that

the higher the channel rank (i.e. the more non-null eigenvalues the channel matrix has), the greater

the channel capacity.

In a keyhole environment, however, channel matrixH is the outer product of two random

vectorsf , g [16–18] (see Fig. 3.1):

H = f ⊗ g (3.4)

, f · g† (3.5)

=




f1g
†
1 . . . f1g

†
N

...
.. .

...

fMg†1 . . . fMg†N




(3.6)

which clearly has unit rank1. Therefore, under such circumstances, MIMO channel capacity is no

better than that of a SISO channel, as only one channel eigenvalue is non-null.

The Degraded Relay Channel

The relay channel of Fig. 3.2 is completely defined by specifying the probability density function

p (y,y1|x,x1) [41]. We start by recalling the definition and capacity theorem relative to the

general degraded relay channel.

1Observe, for instance, that any two rows are linearly dependent, since:∀ 1 ≤ i, j ≤ M, rowj =
fj
fi

rowi
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Definition 4 ( [41]) The relay channel is said to be degraded if:

p (y,y1|x,x1) = p (y1|x,x1) p (y|y1,x1) (3.7)

Theorem 2 ( [41]) The capacityC of the degraded relay channel is given by:

C = max
p(x,x1)

min {I (x,x1;y) , I (x;y1|x1)} (3.8)

In [41], it is proved that the relaying strategy that achieves the aforementioned capacity region

is Decode-and-Forward(DF). Therefore, this strategy will be considered here. Though we shall

briefly and intuitively explain such strategy, the interested reader is kindly referred to [41] for

further details.

3.2.3 On Decode-and-Forward (DF) Relaying

Let us consider the following situation: A wireless BS - MS link as depicted in Fig.??, with a

channel capacityC = I (x;y). The BS wishes to transmit at a rateR higher thanC. If we only

rely on this link, then Shannon’s coding theorem (stated in Chapter 1) informs us that the MS will

not be able to reliably understand the messages transmittedby the BS, asR > C. Therefore, we

would like to use the relay to increase the capacity to a valueC ′ > R > C.

Outline

DF relaying is made of two time-slots, as follows:

1. In the first time slot (Fig. 3.3(a)), BS broadcasts the intended messagex to the MS and

the relay, at rateR such thatC ′ > R > C1. In the degraded relay channel, the relay is

expected to have better understanding (reception quality)of the transmitted message (only

a better-informed relay would be able to help the MS) than theMS. This can be achieved

by placing the relay closer to the BS than the MS is. In other words, the BS - relay channel

enjoys a channel capacityCR = I (x;y1) greater than or equal toC ′.

2. In the second time slot (Fig. 3.3(b)), the MS would have some uncertainty about the trans-

mitted message, given thatR > C. Contrarily, the relay is assumed to have understood the

messagex, as the transmit rateR falls below the capacityCR of the channel between the BS

and the relay. Thus, the relay sendssomesignaling informationx1 to help the MS resolve
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(a) First relaying phase (b) Second relaying phase

Figure 3.3: Decode-and-forward (DF) relaying.

its uncertainty about the messagex. In practice, such signaling could be, for instance, extra

parity bits in case the BS’s transmission is LDPC-encoded. During the same time slot, it is

suggested that the BS may send a subsequent message for further spectral efficiency.

A Hint On The Capacity Derivation

Next, we hint on how the capacity bound for the degraded relaychannel was derived. We shall

only explain the converse, while we refer the reader to [41] for the achievability proof:

• We have 2 transmitters (BS, Relay) and 1 receiver (MS). Therefore, by definition, the ca-

pacityC is lower than (or equal to) the mutual information of the channel between BS and

the relay on one side and the MS on the other:

C ≤ I (x,x1;y) . (3.9)

• On the other hand, according to the relaying scheme that we mentioned earlier, in order

for the relay to help the BS, the relay must understand the message in the first time slot.

Therefore, the BS should transmit at a rate lower than the channel capacity of the BS Relay

channel, i.e.:

C ≤ I (x;y|x1) . (3.10)

• Combining the two results, we get:

C ≤ min {I (x;y|x1)} . (3.11)
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• In the literature [41], it can be shown that the afore-mentioned relaying scheme achieves the

upper-bound on capacity for the degraded case, i.e.:

C = min {I (x;y|x1)} . (3.12)

3.3 On Keyhole Effect Mitigation

3.3.1 Problem Statement

As explained in the introduction, we focus on the more challenging case whereboth the source-

destination channel,H, and the relay-destination channel,G, incur keyhole effect (i.e. have unit

rank). From previous capacity results, we would like to infer necessary and/or sufficient conditions

under which the keyhole effect can be mitigated (i.e. capacity scales linearly withn = N ),

assuming the source-relay channel,F, is rich-scattered (i.e. full-rank).

3.3.2 The Fixed Channel Case

Capacity Results For The MIMO Degraded Relay Channel

Proposition 1 If the afore-described MIMO relay channel is degraded, i.e.:

p (y,y1|x,x1) = p (y1|x,x1) p (y|y1,x1) , (3.13)

channel capacity is as follows:

Cd = min {C1, C2} (3.14)

where:





C1 = log

∣∣∣∣IN +
1

σ2
z

GQx1x1
G† +

1

σ2
z

HQxxH
†

∣∣∣∣

C2 = log

∣∣∣∣IN +
1

σ2
z1

FQxxF
†

∣∣∣∣
(3.15)

Proof See Appendix A
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Mitigating The Keyhole Effect Under Uniform Power Allocati on Constraint

Theorem 3 Consider a degraded keyhole channel where the source relay-channelF is full-rank

and both the source-destinationH and the relay-destinationG channels are unit-rank. Then,

there exists a relay transmit power thresholdP ∗
1 such that:

• For any relay transmit powerP1 ≥ P ∗
1 , keyhole effect can be mitigated, i.e. capacity scales

linearly withN ;

• For any relay transmit powerP1 < P ∗
1 , keyhole effect cannot be mitigated.

Moreover, when the source equally allocates its transmit power P among its transmit antennas,

P ∗
1 is given by:

P ∗
1 = σ2

z

γ

(
N∏
i=1

(
1 + P

Nσ2
z1

φi

)
− P

σ2
z
η − 1

)
(3.16)

whereγ, η resp. denote the only non-null squared eigenvalues ofG,H and,∀ 1 ≤ i ≤ N , φi

denotes theith squared non-null eigenvalue ofF.

Proof From Theorem 1, we know that the capacity of the general degraded relay channel is given

by:

Cd = min {C1, C2} (3.17)

From (3.15),C1 andC2 are given by:





C1 = log

∣∣∣∣IN +
1

σ2
z

GQx1x1
G† +

1

σ2
z

HQxxH
†

∣∣∣∣

C2 = log

∣∣∣∣IN +
1

σ2
z1

FQxxF
†

∣∣∣∣
(3.18)

Of all three channel matrices,only F is full-rank. Therefore, onlyC2 scale linearly withN . It

follows that channel capacityCd scales linearly with the number of antennasiff min {C1, C2} =

C2, which is equivalent to:

∣∣∣∣IN +
1

σ2
z

GQx1x1
G† +

1

σ2
z

HQxxH
†

∣∣∣∣ ≥
∣∣∣∣IN +

1

σ2
z1

FQxxF
†

∣∣∣∣ (3.19)
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As we assumed equal power allocation, the right expression in (3.19) reads [10,15]:

∣∣∣∣IN +
1

σ2
z1

FQxxF
†

∣∣∣∣ =

N∏

i=1

(
1 +

P

Nσ2
z1

φi

)
(3.20)

whereφi denotes theith non-null eigenvalue ofFF†, which is theith non-null squared eigenvalue

of F.

On the other hand, because channelsH andG are unit-rank, the left expression in (3.19)

simplifies to:

∣∣∣∣IN +
1

σ2
z

GQx1x1
G† +

1

σ2
z

HQxxH
†

∣∣∣∣ = 1 +
P1

σ2
z

γ +
P

σ2
z

η (3.21)

whereγ, η are the only non-null squared eigenvalues ofG,H, respectively. Therefore:

C1 ≥ C2 ⇔ 1 +
P1

σ2
z

γ +
P

σ2
z

η ≥
N∏

i=1

(
1 +

P

Nσ2
z1

φi

)
(3.22)

⇔ P1 ≥ σ2
z

γ

(
N∏
i=1

(
1 + P

Nσ2
z1

φi

)
− P

σ2
z
η − 1

)
(3.23)

Q.E.D.

Mitigating The Keyhole Effect Under Waterfilling

Waterfilling is achieved by allocating power to each eigenmode depending on the value of each

non-null channel eigenvalue, with the evident assumption that at least two eigenvalues be non

null2. In the setting considered in this work, only the channel between the BS and the relay,F,

has more than one non-null eigenvalue, therefore BS can apply waterfilling only to that channel.

Denote byµ the waterfilling levels relative to the power allocation to the eigenvaluesφ1, ..., φN .

Then, the Shannon capacityC2 of the channelF between the BS and the relay reads [15]:

C2 =

N∑

i=1

(log (µφi))
+ (3.24)

subject to the total power constraint [15]:

N∑

i=1

(
µ− 1

φi

)+

= P (3.25)

2if only one eigenvalue is non-null, then necessarily all thepower will be allocated to that non-null eigenmode.
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Recall that, owing to (15), the keyhole effect can be mitigated iff C1 ≥ C2. This implies:

1 +
P1

σ2
z

γ +
P

σ2
z

η ≥
N∑

i=1

(log (µλi))
+ (3.26)

To conclude:

Theorem 4 If the BS allocates its power by means of waterfilling, then, under the assumptions

and notations of Theorem 2, the keyhole effect can be mitigated iff the relay transmit power is

above a power thresholdP ∗
1 given by:

P ∗
1 =

σ2
z

γ

(
N∑

i=1

(log (µλi))
+ − P

σ2
z

η − 1

)
(3.27)

whereµ denotes the MIMO waterfilling level.

3.3.3 The Stochastic Channel Case

In 3.3.2 , we provided necessary and sufficient conditions and a downlink transmission protocol

that ensure that the keyhole effect is mitigatedat any time, under the degradedness assumption.

In particular, we found out that the relay transmit power,P1 needs to be adjusted w.r.t. the BS

transmit powerP every time any of the channels change to a new realization, such thatP1 is

always above a certain thresholdP ∗
1 that we found out to be funtion of the channels’ eigenvalues

and the SNR parameters of each channel.

This proposal, though it mitigates the keyhole effect, may however have some limits. In some

situations, this procedure may be regarded as time-consuming or as computationally-expensive,

as it requires the power threshold to be recomputed every time any of the channel matrices is

changed. Besides, the accuracy of the computed power threshold P ∗
1 is sensitive to the accuracy

of the computation of the channels’ eigenvalues, thereby requiring a sufficiently accurate channel

estimation. Though this may be achieved through longer training sequences in slowly-varying

MIMO channels, it may be unfeasible in other cases, for instance in transmissions based on fre-

quency hopping or in high-mobility scenarios where the fading block length is too short to allow

sufficiently long training sequences3. Even more, CSI may be unavailable to the transmitters (BS

3In such situations, the channel realizations are constant only for a short period of time (i.e.T ≪), thus if too long
training sequences are used (i.e. ifTp ≫), not enough time is left for data transmission (i.e.Td = T − Tp ≪)
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and/or relay), e.g. in open-loop MIMO settings. Finally, cellular systems usually obey average

transmit power constraints rather than instantaneous ones.

Given all the above, it would be desirable to determine a similar necessary and/or sufficient

condition on theaveragerelay transmit power, that ensures the keyhole effect mitigation, yet

without requiring thea priori knowledge of any channel state information. This raises interest

in the notion ofergodic capacity: rather than determining a relayinstantaneouspower threshold

that ensures that theinstantaneous capacityat a given timet scales linearly with the number

of antennas, we will attempt to determine a threshold on the relay averagetransmit power that

ensures that theergodic capacity(i.e. capacity averaged on the channel realizations [10]) scales

linearly with the number of antennas.

By definition, we have:

C1,avg = EH,G

{
log

(
1 +

P1

σ2
z

γ +
P

σ2
z

η

)}
(3.28)

C2,avg = EF

{
log

(
N∏

i=1

(
1 +

P

Nσ2
z1

φi

))}
(3.29)

Following the reasoning in 3.3.2, the keyhole effect can be mitigated if and only ifC1,avg ≥

C2,avg, or equivalently:

EH,G

{
log

(
1 +

P1

σ2
z

γ +
P

σ2
z

η

)}
≥ EF

{
log

(
N∏

i=1

(
1 +

P

Nσ2
z1

φi

))}
(3.30)

As log is a concave function, applying Jensen’s inequality [42] yields the followingsufficient

condition:

log

(
EH,G

{
1 +

P1

σ2
z

γ +
P

σ2
z

η

})
≥ EF

{
log

(
N∏

i=1

(
1 +

P

Nσ2
z1

φi

))}
(3.31)

The expectation averaged on channelsH, G is given by:

EH,G

{
1 +

P1

σ2
z

γ +
P

σ2
z

η

}
,

∫ ∞

0

∫ ∞

0

(
1 +

P1

σ2
z

γ +
P

σ2
z

η

)
pγ,η(γ, η)dγdη (3.32)

wherepγ,η(γ, η) denotes the joint distribution (probability density function, pdf) of (γ, η). In

principle, channelsG andH are decorrelated since they involve two different transmitters (the

BS and the relay, resp.) that are located apart from each other by a distance far larger than half

the wavelength (which is of the order of the cm for carrier frequencies of the order of the GHz).
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Hence, the joint pdf satisfies:

pγ,η(γ, η) = pγ(γ)pη(η) (3.33)

thereby simplifying (3.32) into the following:

EH,G

{
1 +

P1

σ2
z

γ +
P

σ2
z

η

}
=

∫ ∞

0

(∫ ∞

0

(
1 +

P1

σ2
z

γ +
P

σ2
z

η

)
pγ(γ)dγ

)
pη(η)dη (3.34)

It is well-known that the matricesFF†, GG† andHH† follow a Wishart distribution [15],

which is basically an extension of the Chi-Squared distribution to random matrices. The joint pdf

of the unordered eigenvaluesλ1, ..., λN of a Wishart-distributed random matrix is given by [15]:

pλ (λ1, . . . , λN ) =
1

N !K
e−

∑
i λi

∏

i<j

(λi − λj)
2 (3.35)

whereK is a normalizing factor.

As γ, η are the only non-null eigenvalues of their respective matrices, it follows that:

pγ (γ) =
1

N !Kγ
γ2e−γ (3.36)

pη (η) =
1

N !Kη
η2e−η (3.37)

pγ (γ), pη (η) are pdfs, thus they must sum (integrate) to 1. Since
∫∞
0 t2e−tdt , Γ(2) = 1

(whereΓ denotes the Gamma function), it follows that1N !Kγ
= 1

N !Kη
= 1.

Bearing in mind that
∫∞
0 tne−tdt = Γ (n) = (n − 1)!, we get:

EH,G

{
1 +

P1

σ2
z

γ +
P

σ2
z

η

}
= 1 +

2P1

σ2
z

+
2P

σ2
z

(3.38)

On the other hand,EF

{
log
(∏N

i=1

(
1 + P

Nσ2
z1

φi

))}
is the ergodic capacity of a traditional

point-to-point MIMO channel, whose expression has alreadybeen developed in literature. This

was found to be [15]:

EF

{
log

(
N∏

i=1

(
1 +

P

Nσ2
z1

φi

))}
=

∫ ∞

0
log

(
1 +

P

Nσ2
z1

φ

)N−1∑

k=0

Lk (φ)
2 e−φdφ(3.39)
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whereLk is the Laguerre polynomial of orderk. Thus, owing to (3.38) and (3.39), the sufficient

condition for keyhole mitigation becomes:

log

(
1 +

2P1

σ2
z

+
2P

σ2
z

)
≥

∫ ∞

0
log

(
1 +

P

Nσ2
z1

φ

)N−1∑

k=0

Lk (φ)
2 e−φdφ, (3.40)

from which the following theorem can be easily inferred:

Theorem 5 From an ergodic capacity perspective, under the assumptions and notations of Theo-

rem 2, a sufficient condition for the degraded MIMO relay channel to mitigate the keyhole effect is

that the relay average transmit powerP1,avg be above a thresholdP ∗
1,avg given by:

P ∗
1,avg =

σ2
z

2

[
exp

(∫ ∞

0
log

(
1 +

Pavg

Nσ2
z1

φ

)N−1∑

k=0

Lk (φ)
2 e−φdφ

)
− 2Pavg

σ2
z

− 1

]
(3.41)

wherePavg is the average transmit power of the BS andLk denotes the Laguerre polynomial of

orderk.

3.4 Numerical Examples

In this Section, we numerically evaluate the analytical results of Section 3 relative to keyhole

effects mitigation, when DF is the relaying strategy implemented by the relay node. Reported

simulation results have been averaged over 10,000 channel realizations. Our aim is to confirm

that,owing to our transmit power requirement, capacity scales with the number of antennas,N ,

whenF is full rank, even ifH,G are unit-rank. For this sake, unit-rank channelsH,G were

generated as the normalized outer product of random complexvectors uniformly distributed over

the unit sphere, while channelF was generated with i.i.d. entries such that it has full rank.

Fig. 3.4 portrays the capacity scaling with the number of antennas, for different SNR values.

First, we observe thatC1, -the capacity when the proposed power constraint is not met-, does not

scale linearly with the number of antennas. This is owing to the fact that both channelsH, G incur

keyhole effect: No matter the number of antennas,H, G have only one non-null eigenvalue each,

that affect the scaling ofC1. Contrarily,C2, -the capacity when the proposed power constraint is

met-, scales linearly withN , thereby exceedingC1 whenN > 2. Hence, under such settings, we

clearly observe that satisfying the proposed transmit power requirement ensures that the capacity
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Figure 3.4: Comparison of the scaling ofC1, C2 with N , the number of transmit antennas, for
SNR= 5, 10 dB. In this example,H, G incur keyhole effects (i.e. have unit rank), whileF is
full-rank.

scales linearly with the number of antennas, despite havingboth channelsH,G incur keyhole

effects. Thus, the relevance of our claim in Theorem 2 is validated.

Furthermore, Fig. 3.5 portrays the capacity scaling with SNR, for different numbers of trans-

mit antennas. Out of concern for fairness, same SNR values were set for the different channels

involved. Again, we observe that, under the aforementionedassumptions,C2 scales with SNR

better thanC1. Indeed, in the expression ofC1 (3.21), SNR is multiplied only by 2 eigenval-

ues, irrespective ofN , whereas in the expression ofC2 (3.20), SNR is multiplied byN non-null

eigenvalues. Hence,C2 would scale with SNR better thanC1 wheneverN > 2, again another

impediment owing to the keyhole effects underwent by channels H, G.

As explained earlier throughout the previous sections of the chapter, the capacity gains are

owing to the relaying strategy as well as the suggested powerallocation. Indeed, had we used a

different relaying strategy, say amplify-and-forward (AF), the relay’sdatatransmission would also

not help deal with the keyhole effect. Contrarily, the DF strategy is such that the relay is sending

signaling information, hence the modified capacity formula. Further, the use of the proposed

power allocation ensures that the total system capacity is only reliant upon the capacity of the BS

- Relay portion by ensuring that this portion always has a smaller capacity than the remainder of

the channel.
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Figure 3.5: Comparison of the scaling ofC1, C2, whenN = 4, 8. In this example,H, G incur
keyhole effects (i.e. have unit rank), whileF is full-rank.

3.5 Conclusion

In this chapter, we considered the problem of ensuring MIMO capacity linear scaling with the

number of transmit antennas when the destination suffers from a keyhole effect. We demonstrated

that cooperative diversity (relay deployment) can mitigate such phenomenon. Precisely, under

degradedness assumption, if the source-relay channel is full rank, we proved that there exists a

“cutoff” relay transmit power above which keyhole effects can be mitigatedirrespective of the

ranks of the source-destination and relay-destination channels. We devised the closed form of this

power threshold as function the source transmit power and the channels brought into play in the

relaying scenario. Furthermore, we also provided a sufficient condition for keyhole effect miti-

gation in wireless MIMO systems in the absence of CSI at the BSand the relay, by investigating

the ergodic capacity of the MIMO degraded relay channel. Numerical examples confirmed the

relevance of our claims.



Chapter 4

On Joint User Scheduling and CSI

Feedback in Multi-user Closed-Loop

MIMO

4.1 Introduction

Multiple-Input-Multiple-Output (MIMO) systems can achieve high-throughput wireless commu-

nications [7,15], provided that Channel State Information(CSI) be available to both channel end-

points. Precisely, the absence of CSI at the receiver makes the system capacity not scale linearly

with the number of antennas [10]. Likewise, the absence of CSI at the transmitter limits the

achievable capacity [10]. This highlights the significanceof CSI availability to the performance

of MIMO systems.

In practical systems, however, CSI may be available to the receiver (e.g. by estimation from

received pilot symbols) but not to the transmitter, in whichcases a CSI feedback is often required

from the receiver to the transmitter.

Several works have focused on MIMO feedback issues in the single user case. These include

CSI quantization and codebook design [13, 43], feedback delay and error mitigation [44], and

capacity analysis under different channel assumptions (for further details, see [45] and references

therein). Most of these issues seem to be well covered in literature.

Multi-user MIMO, on the other hand, seems to have been less investigated, and more issues

remain challenging, particularly in the non-trivial case where the number of transmit antennas is

smaller than the number of users, which will be the focus of this work.

71
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The situation is particularly incurred when Zero-Forcing Beamforming (ZFBF) [46] is used at

the transmitter. This is a linear precoding technique that,albeit sub-optimal, achieves DPC-like

(Dirty Paper Coding[19]) close-to-capacity performance in multi-user MIMO systems [10, 46],

provided the receivers have mutually-orthogonal channels. Given a large number of candidate

receivers with independant fades, it is likely to find a subset of users having channels in the null

space of each other’s. Hence, from this perspective, scenarios ideal for ZFBF are those where the

number of usersN is much larger than the number of available transmit antennas.

Nevertheless, the existence of a large set of candidate receivers yields numerous impediments.

Suppose, for instance, an average population of 20 active users served by a 4-transmit-antenna

Base Station (BS). Evidently, no more than 4 users can be served at a given time. Out of concern

for fairness, the BS may schedule the users’ transmissions in a Round-Robin fashion, periodically

serving each group of 4 users every 5 time slots. Yet, it has been shown in [47] that a judicious de-

sign of the scheduling policy may provide significant throughput gains while preserving some fair-

ness among users. Specifically, spectral efficiency is increased if, based on the received feedbacks,

the BS picks 4 mutually-orthogonal users with largest SNRs (such asZero-Forcing Beamforming

with Semi-orthogonal User Selection(ZFBF-SUS) [20]). We shall refer to such scheduling ap-

proaches as sum-capacity maximimizing scheduling schemes. Though such schemes achieve high

average downlink throughputs, in our view, they are burdened with, at least, the following three

shortcomings.

First, multi-user feedback in this generic solution is veryresource hungry. Indeed, in order

to select best users, the BS has to receive CSI from all users (so as to compare them to each

other). Simply put, why would 20 users feedback their CSI when only 4, among them, will

be scheduled for next transmission? Some attempts have beenmade to remedy this issue. For

instance, in [48], it was suggested that only users with SINRlarger than a certain threshold feed

back their CSI. However, though it may reduce the number of feedbacks, such solution does not

necessarily guarantee that the users who feed back their CSIare indeed optimal (in the ZFBF

sense) as they may not necessarily have mutually-orthogonal channels.

Second, if all users feed back their channels, then exhaustively searching for a subset of users

with orthogonal channels may become computationally prohibitive at the BS’s side. Though works

such as [20] suggested some suboptimal search heuristics, it still remains preferrable if the number

of feedbacks is kept to a minimum, so as to reduce this computational burden.
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Finally, as queuing delay is disregarded when scheduling packets (only channel condition is

considered), our intuition is that sum-capacity maximizing scheduling approaches fail to satisfy

the requirements of delay-sensitive applications (Video on Demand (VoD), circuit-emulated voice

calls and networked gaming, to name a few) for which some delay constraints should be met. In

this chapter, we attempt to provide a solution to the aforementioned problems. We shall see that

these problems are not necessarily independent, and that they may be jointly solved under a unified

cross-layer framework.

Suppose, for instance, two classes of serviceA andB, where classA’s traffic has higher prior-

ity andQuality of Service(QoS) requirements than classB’s traffic. If the BS feeds back informa-

tion aboutA-users’ CSI toB-users, then the latter can measure how orthogonal their channels are

to those ofA-users. Hence, aB-user feeds back its CSI only if its channel issufficientlyorthogo-

nal to those of the scheduledA-users. This way, the number of feedbacks may be made as small

as desired (by defininghow sufficientshould be), which in turn reduces the resources required for

feedback, renders exhaustive search computationally feasible at the BS and allows for feedback

only from users who are likely to be scheduled for transmission. Ultimately, the BS simply picks,

from those feedbacks, theB-users who not only are orthogonal toA-users, but are also orthogonal

to each other. Again, this search is made possible owing to the reduction of the number of re-

ceived feedbacks. Fig. 4.1 illustrate the main idea behind the proposed approach, compared with

the conventional approach.

The main contributions of this work are threefold:

• A Multi-user MIMO feedback scheme that, w.r.t. conventional schemes, is service-differentiated

(i.e. supports prioritized/multiclass traffic) and more power-and-bandwidth efficient (In con-

ventional approaches, all users need to feed back their CSI.In the proposed scheme, only

ZFBF-optimal users (i.e. users that are likely to be scheduled for next transmission) feed

back their CSI).

• For delay-sensitive users, a performance analysis that quantitatively assesses, in Rayleigh

fading channels, the trade-off between the transmit power and guaranteed transmission rates

on one hand, and the required number of streams/antennas andthe incurred delays on the

other.

• A delay-aware scheduling scheme to support the QoS requirements of such-constrained

users.
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(a) Conventional Approach

(b) Proposed Approach

Figure 4.1: Comparison of conventional and proposed channel feedback approaches in closed-loop
multi-user MIMO. The proposed scheme requires twice as manytime-slots as the conventional, yet
tremendously reduces the number of feedbacks and the computational burden of the user selection
process at the base station.
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4.2 System Model

We consider a multi-user MIMO system, made up by a BS andK active Mobile Stations (MS),

each equipped with multiple receive antennas. We denote byNT the number of transmit antennas

at the BS and, for simplicity, we assume that all MSs are equipped with equal number of anten-

nas,NR. Of particular interest is the case whereNT < K, the scheduling problem becoming

challenging (as only a maximum ofNT MSs can only be scheduled for transmission at a given

time).

4.2.1 Traffic Model

We assume 2 Classes of Service (CoS):

• A high priority CoS, which we denote byA and refer to as the class ofConstant Bit-Rate

(CBR) users. Owing to their delay constraints, these users are given priority over the other

class’s users in channel feedback, scheduling and stream (eigenmode) preferences.

• A low priority CoS, which we denote byB and refer to as the class ofBest Effort(BE)

users. These users have no Quality of Service (QoS) guarantees. Therefore, their traffic is

scheduled depending on their SINR and on their channels’ orthogonality to the CBR users’,

i.e. how much interference they would cause to CBR users, should they be scheduled for

transmission at the next time slot.

TheK active users consist ofKA A-users andKB = K − KA B-users, among which resp.

K∗
A andK∗

B users are selected at each transmission time slot to be served (henceK∗
A+K∗

B ≤ NT ).

Traffic queuesQA andQB relative to each CoS are characterized by independent packet arrivals

and exponentially-distributed service times, therefore modeled asM/M/K∗
A and M/M/K∗

B

queues with arrival ratesλA, λB and service timesµA, µB, respectively [49].

4.2.2 Channel Model

Channels between the BS and each CBR userak are denoted asHak ∈ CNR×NT , 1 ≤ k ≤ KA,

and between the BS and each BE userbj are denoted asHbj ∈ C
NR×NT , 1 ≤ j ≤ KB . They are

assumed to be frequency-flat and slowly time-varying, obeying the conventional block-fading law

of coherence time1 T and with entries (channel gains) following Dent’s model [39]. We model

1i.e. T is the time interval during which the channel remains constant, before changing to a new independent
realization.
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noiseszk (resp. zj) relative to channelsHak , 1 ≤ k ≤ KA (resp. Hbj , 1 ≤ j ≤ KB) as Zero

Mean White Gaussian (ZMWG) with variancesσ2
ak

(resp.σ2
bj

).

The coherence timeT is decomposed into two phases:

• A training phase of durationTp, during which the BS sends pilots to intended receivers

who estimate channels from the received training sequence and feedback their respective

CSI estimates. Owing to channel identifiability requirement, a complex-valued training

sequenceXp ∈ C
Nt×L of pilot symbols is transmitted by BS to the receivers, whereL is

the training sequence length. Both the received signalsYk and noisesZk are, therefore,

matrices inCNR×L.

• A transmission phase of durationTd = T − Tp during which the BS uses the fed-back CSI

to adapt its data transmission signals to the channels of intended scheduled receivers. In this

phase, received signals are symbol-wise detected. Therefore, transmitted signals by BS are

vectors of symbols,x ∈ C
NR×1. It follows that the received signalsyk and noiseszk are

vectors inCNR×1.

4.3 A QoS-aware Channel Estimation and Feedback Scheme

4.3.1 Proposed Scheme

The proposed scheme is as follows:

1. First, BS sends pilots to all users.

2. From received pilots,KA A-users estimate their inward channels{Hak , 1 ≤ k ≤ KA} and

feedback their estimates to BS.

3. Upon reception of CSI feedback fromA-users, BS selects relevantK∗
A users w.r.t. the delay

guarantees (see the scheduling algorithm proposed later).
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4. After that, BS sends toB-users the normalized sumP =
∑K∗

A

k=1

H
†
ak∥∥∥H†
ak

∥∥∥
2 of theK∗

A users’

channels conjugate transposes, multiplied by the trainingmatrix Xp. Therefore, eachB-

userbj , 1 ≤ j ≤ KB receives the following signal matrix:

Ybj = HbjPXp + Zbj =


Hbj

K∗
A∑

k=1

H
†
ak∥∥∥H†
ak

∥∥∥
2




︸ ︷︷ ︸
⊂ Null

{
Ha1 ,...,HaK∗

A

}

Xp + Zbj (4.1)

The term∆j ,

[
Hbj

∑K∗
A

k=1

H
†
ak∥∥∥H†
ak

∥∥∥
2

]
represents the projection of userbj ’s channel on the

null space of theK∗
A users’ channels, i.e.a measure of the orthogonality of userbj vis-

a-vis theK∗
A users. Extreme cases areperfect orthogonality

(
∆j = Hbj

)
andcolinearity

(∆j = 0), with gray zones in between.

Therefore, we suggest that userbj compares the scalar‖∆j‖2 to a given thresholdǫ. Should

this norm be larger than the aforementioned threshold, MSbj may infer that its channel is

sufficiently orthogonalto K∗
A users’ and is therefore allowed to feedback its CSI to the BS.

Otherwise, it refrains from feeding back its CSI as it virtually stands no chance of being

scheduled for next transmission (being non-ZFBF-optimal). In conclusion, aB-MS bj,

1 ≤ j ≤ KB , feeds back the following CSI:

CSI(bj) =





Hbj , if ‖∆j‖ ≥ ǫ

∅, otherwise
(4.2)

Observe that thresholdǫ may be arbitrarily chosen so as to gage how fewer feedbacks BS

should expect on the average, hence providing the network operator much flexibility about

system design and capacity planning. Later in III-B, we willprovide theoretical insights on

the minimal value ofǫ that would ensure a targeted numberκ of B-users feedback their CSI

to BS, with an arbitrary probabilityp0.

5. Ultimately, If more thanK∗
B feedbacks are received, then BS is free to choose among them

theK∗
B B-users that maximize the sum-capacity. This selection may now be effortlessly

performed through exhaustive search, as the search set has been significantly reduced by

constraining the feedbacks as we suggested.
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Thus, owing to the proposed training-based channel estimation and feedback scheme, aB-

MS can tell if its channel is (sufficiently) orthogonal to theA-MSs’ without even knowing their

individual channels (i.e. without cooperation among nodes).

4.3.2 On The Optimal Feedback Thresholdǫ Under Gaussian Approximation

Let ν be the number of feedbacks received fromB-users. In the proposed scheme, parameterǫ

is the threshold that defines whether or not aB-receiver can feed back its CSI to the BS. Ifǫ is too

small, too many feedbacks will be received by the BS, i.e.ν ≫ K∗
B . Contrarily, if ǫ is too large,

then not enough feedbacks will be received by the BS, i.e.ν < K∗
B . Therefore, it is interesting to

determine thelargestvalue ofǫ that would ensure a targeted numberκ of B-users feedback their

CSI to BS, with an arbitrarily high probabilityp0. By definition, for1 ≤ j ≤ KB , we have:

∆j ,


Hbj

K∗
A∑

k=1

H
†
ak∥∥∥H†
ak

∥∥∥
2


 . (4.3)

The entries of the channel matrices are usually assumed to bei.i.d. zero-mean, unit-variance,

Gaussian distributed [10,15]. Thus,∀ 1 ≤ l,m ≤ N , the probability density function (pdf) of the

(l,m)th elementδ(j)lm of ∆ is given by:

p(δ
(j)
lm ) =

1

π
K0

(∣∣∣δ(j)lm

∣∣∣
)
, (4.4)

whereK0 is the zeroth modified Bessel function of the second kind:

K0 (y) =

∫ ∞

0

cos(yt)√
1 + t2

dt. (4.5)

Unfortunately, the cumulative distribution function (cdf) of a random variable whose pdf is given

by the zeroth modified Bessel function of the second kind,K0, is not known in closed form, thus

there is little hope in determining a single-letter expression of the cdf of‖∆j‖, in the general case.

To make the problem tractable, we use a Gaussian approximation and model the eigenvalues of

‖∆j‖ as standard normal variables2 . Subsequently,‖∆j‖, being the Euclidean norm of standard

2We stress that Gaussian approximation is only used to make the problem tractable and may be inaccurate in reality,
in general. However, such approximation may hold true if thenumber of antennas (i.e. the matrix size of∆j) is very
large, owing to the Central Limit Theorem.
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normal variables, follows a Rayleigh distribution:

p‖∆j‖ (‖∆j‖ = y) = y exp

(−y2

2

)
. (4.6)

Now, in order for aB-user to be entitled to feed back its CSI,‖∆j‖ must be higher than a certain

valueǫ ≥ 0. This event has the following probability (which is also thecdf of ‖∆j‖ in ǫ):

p
(
‖∆j‖2 ≥ ǫ

)
=

∫ ∞

ǫ
y exp

(−y2

2

)
dy = exp

(−ǫ2

2

)
. (4.7)

Thus, the probabilityp0 thatκ feedbacks are received by BS is given by:

p0 =

(
exp

(−ǫ2

2

))κ

. (4.8)

This yields:

ǫ =

√
2

κ
log

(
1

p0

)
. (4.9)

To summarize:

Theorem 6 If the eigenvalues of the matrices∆j ,

(
Hbj

∑K∗
A

k=1

H
†
ak∥∥∥H†
ak

∥∥∥
2

)
, 1 ≤ j ≤ KB , can be

approximated as standard normal variables, then the largest value of the feedback thresholdǫ that

ensures thatκ B-users feedback their CSI to BS with an arbitrarily high probability p0 is given

by:

ǫ (κ, p0) =

√
2

κ
log

(
1

p0

)
. (4.10)

Fig. 4.2 illustrates the targeted numberκ of B-users who are likely to feedback their CSI with a

probability higher thanp0, versus the optimal orthogonality thresholdǫ, for different values ofp0.

We can readily verify that the required threshold decreasesas the number of targeted feedbacks

and/or the probability of success increase (as it becomes less likely thatB-users meet the feedback

requirement).
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Figure 4.2: Targeted numberκ of B-users who are likely to feedback their CSI with a probability
higher thanp0, versus the optimal orthogonality thresholdǫ, for different values ofp0

4.4 On The Required Number of Streams to Meet a Delay Constraint

Under the previous assumptions, we attempt in this paragraph to determine how many streams3

are required to meet a given delay bound of delay-sensitive users. We shall neglect the propagation

delay. Therefore, a packet intended for a CBR userak may be delayed for two reasons:

1. Because of buffer congestion, if other CBR packets are ahead of it in the queue. In that case,

the packet will encounter aqueuing delayTQ, as it has to wait its turn.

2. Because of destination unavailability, if the packet canbe scheduled for transmission (no

packets ahead of it in the queue), but the intended user is in adeep fade (unreachable under

the current power constraint). In that case, the packet willencounter anoutage delayTout,

as it has to wait for its destination to become reachable again.

Thus, the guaranteed delayD should be higher than a lower boundDmin that is given by:

Dmin = TQ + Tout. (4.11)

The mean queuing delayTQ of anM/M/K∗
A queue is given by [49]:

TQ =
1

µAK∗
A − λA

(4.12)

3If channels are rich-scattered (full-rank), then this number is also equal to the number of required transmit antennas.
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On the other hand, the average outage delay for wireless channels is given by [50]:

Tout =
Pout

η
(4.13)

wherePout is the probability of outage andη, called the averageLevel Crossing Rate(LCR), is

proportional to the inverse of the average fade duration. Thus, we get:

K∗
A =

1

µA

(
Dmin − Pout

η

) +
λA

µA
. (4.14)

The closed form of this minimal number of streams depends on assumptions on interference.

4.4.1 In the Absence of Interference

Assuming perfect interference pre-cancellation (ZFBF),Pout [51] andη [50] in a wireless channel

with Rayleigh fading are given by:

Pout (γ0) = 1− 1(
1 + γ0

ΩD

) (4.15)

η (γ0,K
∗
A) =

πfm
1 + γ0

ΩD

√
ΩD

2γ0
(4.16)

wherefm, γ0,ΩD denote the channel frequency, the outage SNR threshold and the average fade

power of intendedK∗
A users, respectively. This yields the following result:

Theorem 7 Under Rayleigh fading and assuming no interference, in order to satisfy a delay re-

quirementDmin of delay-sensitive (CBR) users, a MIMO BS should allocate noless thanK∗
A

transmit beams to such CBR-users, withK∗
A given by the following:

K∗
A =

1

µA

(
Dmin − 1

πfm

√
γ0

2ΩD

) +
λA

µA
(4.17)

wherefm, γ0,ΩD, λA, µA denote the channel frequency, the outage SNR threshold, theaverage

fade power of intended users, the average packet arrival of CBR traffic and the average service

time per antenna of CBR traffic, respectively.
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4.4.2 In the Presence of Interference

We assume that each stream among theK∗
A streams incurs interference from the otherK∗

A − 1

streams. In such a case, denoting byΩI the average power of the interferers,Pout [51] andη [50]

in a wireless channel with Rayleigh fading are given by:

Pout (γ0) = 1− 1
(
1 + γ0ΩI

ΩD

)K∗
A−1

(4.18)

η (γ0,K
∗
A) =

√
2πfmΓ

(
K∗

A − 1
2

)

Γ
(
K∗

A − 1
)

(
1

1 + γ0ΩI

ΩD

)K∗
A−1√

γ0ΩI

ΩD
. (4.19)

Owing to the multiplication theorem, the Gamma function is such that:

Γ
(
K∗

A − 1
2

)

Γ
(
K∗

A − 1
) =

√
π

22n+1
Γ (2 (K∗

A − 1)) (4.20)

=

√
π

22n+1

(
2(n − 1)

n− 1

)
. (4.21)

This yields the following:

Theorem 8 Under Rayleigh fading and assuming co-channel interference, in order to satisfy a

delay requirementDmin of delay-sensitive (CBR) users, the minimum numberK∗
A of streams to

be allocated by a MIMO BS to these users is solution to the following equation:

K∗
A − 1

µA


Dmin −

(
1+

γ0ΩI
ΩD

)K∗
A

−1
−1

πfm

2
2K∗

A
+1

2
(
2(K∗

A
−1)

K∗
A

−1
)

√
γ0ΩI

ΩD




− λA

µA
= 0 (4.22)

wherefm, γ0,ΩD,ΩI , λA, µA denote the channel frequency, the outage SNR threshold, theaver-

age fade power of intended users, the average fade power of co-channel interferers, the average

packet arrival of CBR traffic and the average service time perantenna of CBR traffic, respectively.

A solution to the previous equation seems difficult to track in closed form, yet it may be ap-

proached by means of numerical search.

4.5 Proposal of a delay-aware scheduling scheme

We start by highlighting the need for a delay-aware scheduling scheme to meet the requirements

of delay-sensitive applications.
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4.5.1 Need for a Delay-Aware Scheduling Scheme

The probability that a useri has better SNRγi than that (γj) of a userj is given by:

p(γi ≥ γj) =

∫ ∞

γj

fi(γi)dγi (4.23)

wherefi is the fading probability density function relative to useri. Given the aforementioned

channel assumptions, such probability density is exponentially-distributed [?]:

fi(γi) =
1

γ̄
e−γi/γ̄ (4.24)

whereγ̄ denotes the average SNR. In order for useri to be amongK∗
A scheduled users at a given

time, its SNRγi needs to be better than, at least,KA −K∗
A A-users at that time. This event has

the following probability:

pi =

K∗
A−1∑

n=1




KA−K∗
A+n∏

j=1

p(γi ≥ γj)


 (4.25)

=

K∗
A−1∑

n=1




KA−K∗
A+n∏

j=1

∫ ∞

γj

f(γi)dγi


 . (4.26)

LetT denote the maximum number of scheduling periods a packet of useri can be delayed without

infringing its delay constraintDi. As users are scheduled based on their channel condition only,

scheduling at timet is independent of previous schedules. Thus, the number of timesχi a useri

is scheduled withinT periods is binomial-distributedB(T, pi). Precisely, the probability that user

i is scheduledχi times within a period ofT time slots is given by:

Prob(χi ≤ T ) =

(
T

χi

)
pχi

i (1− pi)
T−χi (4.27)

wherepi is given by (25), (26). The expected value of such distribution is:

E {χi} = Tpi = T

K∗
A−1∑

n=1




KA−K∗
A+n∏

j=1

∫ ∞

γj

f(γi)dγi


 . (4.28)

This means that, in a period of timeT , useri will be scheduledTpi times, on the average. As

the number of candidate users increases,pi → 0 (product of real numbers in(0, 1)), and so

doesE {χi}. Thus, under a sum-capacity maximizing scheduling policy,a user is unlikely to be
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Figure 4.3: Average number of schedules (time slots) a CBR user is scheduled for transmission
within T = 10 time slots, if a capacity-maximizing scheduling is used. Observe that as the number
of candidate users increases, each user becomes less likelyto be scheduled within such a period
of time.

scheduled in a short period of time if the number of candidateusers is large. As an illustrative

example, Fig. 4.3 plots this distribution versus SNR for different numbers of candidate users.

Precisely, we consider the average number of schedules (time slots) a CBR user is scheduled

for transmission within an observation period ofT = 10 time slots, if a capacity-maximizing

scheduling scheme is used. Observe that as the number of candidate users increases, each user

becomes less likely to be scheduled within such a time frame.

4.5.2 Proposed Delay-Aware Scheduling Scheme

Fig. 4.4 presents a flowchart of the proposed delay-aware scheduling algorithm:

• First, schedule theak, 1 ≤ k ≤ K∗
A users whose packets have queuing delays about to

exceed their guaranteed delaysDk.

• Subsequently select, among the remaining packets in the queue,K∗
B packets relative to the

K∗
B B-users that are most orthogonal to the already-scheduled A-users.
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Figure 4.4: Proposed delay-aware scheduling algorithm. While conventional sum-capacity max-
imizing scheduling approaches schedule all users only based on their mutual orthogonality (irre-
spective of their queuing delays), the proposed scheme schedules delay-sensitive packets based
on their queuing delay and best-effort packets based on their orthogonality w.r.t. scheduled delay-
sensitive users, thus ensuring a high QoS (in terms of instantaneous delay guarantees and incurred
interference) for the latter.
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Figure 4.5: Comparison of instantaneous delays incurred byA-users’ packets when using conven-
tional and proposed scheduling policies. Owing to the by-the-order-of-magnitude delay enhance-
ments, results are reported in logarithmic scale

.

4.6 Simulation Results

4.6.1 On Incurred Delays

Fig. 4.5 illustrates the packet instantaneous delay in the proposed scheduling algorithm for both

A-users andB-users in logarithmic scale. The maximum tolerable delay was set toD = 3×10−2

sec. First, we observe that the proposed scheduling scheme satisfies the delay constraint ofA-

users, as they maintain a constant delay below the guaranteed bound. Quite the reverse, the delay

in the case of sum-capacity maximizing scheduling is more significant. This is attributed to the

fact that such scheduling schemes schedule packets based ontheir channel conditionsrather than

their queuing delays. As explained in the previous section, a user is less likely to be scheduled

by conventional scheduling schemes as the number of candidate users becomes large. Hence, in

order to meet delay requirements of delay-sensitive users,it is necessary to account for queuing

delays, as in the proposed scheduling scheme (Fig. 3). A similar conclusion may be drawn from

Fig. 4.6 where the average delay versus the total number of users is reported.

4.6.2 On Achievable Throughputs

Fig. 4.7 illustrates the sum-throughput versus SNR of the scheduled users, for both the conven-

tional and the proposed scheduling schemes. An initial population of 50 users (10A-users, 40

B-users) and a MIMO8 × 8 system were considered. Therefore, at any given time slot, amax-

imum of 8 users can be scheduled. The sum-throughput of the proposed scheme was evaluated

when, of the 8 scheduled users, 1, 2, 4, 6A-users (resp. 7, 6, 4, 2B-users) were scheduled. The
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Figure 4.6: Average delay versus total number of users (10 ofwhich areA-users), for differ-
ent numbers of transmit antennas. Here, the conventional scheme is sum-capacity maximizing
scheduling, which aims at scheduling users only based on channel condition, thereby disregarding
the queuing delays incurred by their packets.

considered setting is a worst-case scenario for the proposed scheduling in the sense that the sched-

uledA-users were intentionally considered mutually interfering, while the scheduledB-users were

perfectly mutually-orthogonal (i.e. non interfering witheach other). Hence, we observe a degra-

dation of the achievable sum-throughput as the ratio ofA-users among the total scheduled users

increases. This reduced throughput naturally trades for the support of delay-requirement of such

users. However, we observe that the throughput degradationis less significant when only a few

A-users are scheduled per time slot. Hence, as long as the ratio of scheduledA-users per sched-

uledB-users is kept to a minimum, their mutual interference wouldnot significantly degrade the

sum-throughput with the proposed scheduling scheme w.r.t.to capacity-maximizing scheduling

schemes.

4.7 Conclusion

In this chapter, we considered the problem of scheduling, inclosed-loop multi-user MIMO sys-

tems, a large set of users with different Quality of Service (QoS) requirements, supplied by a

single BS by means of Zero-Forcing Beamforming (ZFBF). Unlike related work where all candi-

date users are required to feed back their CSI to BS, we provide a power-and-bandwidth efficient

feedback scheme in which users may tell if they are ZFBF-optimal and feed back their CSI only in
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Figure 4.7: Average throughput versus SNR when using the conventional and the proposed
scheduling approaches.

such a case, thereby reducing the number of required feedbacks and the computational burden of

exhaustive search for best users at the BS. Subsequently, wedemonstrated that conventional sum-

capacity maximizing scheduling policies fall short to meetthe requisites of delay-sensitive appli-

cations, and we provided appropriate delay-aware scheduling scheme for such-constrained users.

Reported simulation results showed that the proposed scheduling scheme successfully meets both

average and instantaneous delay constraints of delay-sensitive applications. Besides, we observe

that, in order to minimize the degradation of the sum-throughput, the ratio of scheduledA-users

per scheduledB-users per time slot needs to be kept to a minimum.



Chapter 5

Conclusions And Perspectives

Both the wireless industry and government frequency regulation bodies (such as the FCC) forecast

, for the near futur, significant demand for bandwidth (data rates) that is triggered by an increase

in the number of networked devices, a huge growth of video traffic and the emergence of more

wireless applications. Further, it is expected that such demand in bandwidth is unlikely to be met

by the current physical-layer channel capacity, particularly for wireless communications.

Recently, multiple-input multiple-input (MIMO) technology, the use of multiple antennas at

the transmitter and the receiver, has emerged as a potentialsolution to meet the huge demand in

wireless bandwidth. Early works on MIMO [7, 15] predict a linear growth in capacity with the

number of antennas, which could allow for unprecedented wireless data rates.

Regrettably, some theoretical requirements and assumptions have challenged its implementa-

tion in practice.

In this work, we provided our (however humble) contributions towards this end by addressing

some of these challenges in both single-user (SU-MIMO) and multi-user (MU-MIMO) settings.

We started by addressing MIMO challenges pertaining to single-user systems. First, we con-

sidered in chapter 2 the need for a fast channel feedback phase, as MIMO capacity gains are

conditional upon the availability of channel estimates at the transmitter. From the proposed feed-

back scheme, we derived an application to information security by providing a secrecy scheme

89



90 CHAPTER 5. CONCLUSIONS AND PERSPECTIVES

through which the confidentiality of a two-way MIMO communication can be guaranteed.

Subsequently, we considered in chapter 3 the keyhole problem where the propagation envi-

ronment has a single degree of freedom regardless of the number of transmit antennas. Related

literature seems to consider such degeneration hopeless. Contrarily, we showed that the use of

relay-assisted communications as well as a careful power allocation (that we devised) makes the

keyhole effect mitigation feasible.

Finally, we addressed in chapter 4 some research challengespertaining to multi-user systems.

We considered the problem of user scheduling in MU-MIMO. We provided an efficient feedback

scheme where the number of required feedbacks and the computational burden of exhaustively

searching for best users at the transmitter’s side are substantially reduced. Afterwards, we pro-

vided a QoS-aware scheduling scheme that allows to meet the demand of delay-constrained users.

As of the date of this dissertation, some challenges remain open and could be an interesting

extension to this work.

In the area of CSI estimation and feedback, the feasibility of closed-loop MIMO at very-high

receiver velocities (e.g. 100 km/hr or more) is challengingat best. At such speeds, the channel’s

coherence time is too small to allow for a cost-efficient (low-signaling) closed-loop MIMO.

In the area of cooperative communications, distributed MIMO systems (so-called Network

MIMO) and the efficient deployment of MIMO femtocells are also interesting capacity-enhancement

approaches through transmit cooperation, cross-cell interference mitigation and cell coverage ex-

tension.

Lastly, the interference channel remains an open problem. Despite over 30 years of research

work, little is known in this area on the capacity limits of such channel. Open questions include

the capacity region of the interference channel, the practical deployment of Han-Kobayashi in-

terference mitigation approaches and, from an industrial perspective, the realization of a blind

(transparent) maximum-likelihood detector for multi-user MIMO.



Appendix A

Proof of Proposition 1

From Theorem 1, we have:

Cd = max
p(x,x1)

min {I (x,x1;y) , I (x;y1|x1)} (A.1)

To determine closed forms for the mutual information expressions, we need the probability den-

sities p (x), p (x1) and p (x|x1). As for the first two distributions, it is known that circulary-

symmetric Gaussian inputs are capacity-maximizers of the MIMO channel [15]. To determine the

third distribution, related works such as [3,52] decomposethe relay’s outputx1 as follows:

x1 = x10 + x11 (A.2)

such thatx10 is independentfrom the transmitter’s input,x. Besides, it is also argued that the

mutual information is maximized when the independent component (x10) is maximized, see [52],

Appendix B. Therefore, we neglect, for simplicity, the contribution ofx11 to the mutual informa-

tion and subsequently consider thatp (x|x1) ≈ p (x).

Now, we shall develop each mutual information separately. By definition, the first mutual

information is given by [41]:

I (x,x1;y) , h (y)− h (y|x,x1) (A.3)

= h (y)− h (Hx+Gx1 + z|x,x1) (A.4)

= h (y)− h (z) (A.5)
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As the noise and channel inputs are Gaussian, then so is the channel outputy:

h (y) = log
(
(2πe)N

∣∣∣E
{
yy†

}∣∣∣
)

(A.6)

The fact thatx, x1 are zero-mean and independent ofz yields:

E

{
(Hx+Gx1) z

†
}

= 0 (A.7)

E

{
z (Hx+Gx1)

†
}

= 0 (A.8)

Meanwhile:

E

{
(Hx+Gx1) (Hx+Gx1)

†
}
= HQxxH

†+GQx1x1G
†+HQxx1G

†+GQx1xH
† (A.9)

Therefore:

h (y) = log

(
(2πe)N

∣∣∣∣
1

σ2
z

HQxxH
† +GQx1x1G

†

∣∣∣∣
)

(A.10)

where

Qxx1 , E

{
xx

†
1

}
= 0 (A.11)

Qx1x , E
{
x1x

†
}
= 0 (A.12)

E

{
zz†
}

= 1
σ2
z
IN (A.13)

On the other hand,z is zero-mean Gaussian with varianceσ2
z , therefore:

h (z) = log
(
(2πe)N

∣∣σ2
zIN

∣∣
)

(A.14)

Finally, we get:

I (x,x1;y) = log
∣∣∣IN + 1

σ2
z
GQx1x1

G† + 1
σ2
z
HQxxH

†
∣∣∣ (A.15)
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As for the second mutual information, we have [3]:

I (x;y1|x1) , h (y1|x1)− h (y1|x,x1) (A.16)

= h (Fx+ z1|x1)− h (Fx+ z1|x,x1)

= h (y1)− h (z1) (A.17)

sincex1 is independent ofx andz1. Besides,

h (y1) = log
∣∣∣(2πe)N E

{
y1y

†
1

}∣∣∣ (A.18)

= log
(
(2πe)N

∣∣∣σ2
z1
IN +FQxxF

†
∣∣∣
)

(A.19)

and:

h (z1) = log
(
(2πe)N

∣∣σ2
z1
IN
∣∣
)

(A.20)

Therefore:

I (x;y1|x1) = log
∣∣∣IN + 1

σ2
z1

FQxxF
†
∣∣∣ (A.21)

Q.E.D. �
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