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Abstract

Measurement-based quantum computation (MBQC) is a new ex-

citing paradigm in the field of quantum computation, in which the

quantum information processing is proceeded by the sequences of mea-

surements on the logical qubits encoded in a highly entangled state.

MBQC is considered to be one of the most realistic formats of quan-

tum computer since it is more robust than the conventional reversible

quantum computation protocols. However, there exists a number of

challenges to overcome.

This dissertation presents a theoretical study towards realization of

measurement-based quantum computer using a single atom contained

in a cavity as a qubit node. The control of coherence are achieved with

the assistance of an externally applied classical field. An architecture

for large number of qubits in a cluster state is also presented.

The first half of this dissertation presents a technique to ensure the

qubit coherency because the measurement over the cluster state needs

to be performed on the coherently evolving qubits. Under this scheme,

a cavity is irradiated concurrently with quantum and classical elec-

tromagnetic fields to manipulate the atomic population. It is shown

theoretically that manipulation of the time evolution of the population

of two states in cavity quantum electrodynamics (QED) is possible by

introduction of an appropriate electromagnetic field. The theoretical

justification is provided by the use of Darboux transformations on the

potential in an one-dimensional stationary Dirac model. Here, Pauli

matrices are the central parameters for controlling the collapse and

revival of the Rabi oscillations.

The second half of this dissertation presents a new architecture of

MBQC. The circuit design and evaluation of a quantum carry-lookahead



adder (QCLA) in MBQC are proposed as a MBQCLA protocol. MBQ-

CLA utilizes MBQC’s ability to transfer quantum states in unit time

to accelerate addition. MBQCLA breaks the latency limit of addition

circuits in nearest neighbor-only architectures : compared to the Θ(n)

limit on circuit depth for linear nearest-neighbor architectures, it can

reach Θ(log n) depth. MBQCLA is an order of magnitude faster than

a ripple-carry adder when adding registers longer than 100 qubits,

but requires a cluster state that is an order of magnitude larger. The

cluster state resources can be divided into computation and commu-

nication parts; for the unoptimized form, ≈ 88 % of the resources are

used for communication. Hand optimization of horizontal communi-

cation costs results in a ≈ 12% reduction in spatial resources for the

in-place.

The work provides a theoretical study on manipulation of qubit co-

herency and the architecture for quantum adder towards realization

of measurement-based quantum computers. Considering that the pro-

posal is compatible with the framework of present experimental inves-

tigations, this work may contribute directly to the next step of MBQC

development.
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Chapter 1

Introduction

It is probably true generally that in the history human thinking

the most fruitful developments frequently take place at those points

where two different lines of thought meet. These lines may have their

roots in quite different parts of human culture, in different times or

different cultural environments or different religious traditions; hence

if they actually meet, that is, if they are at least so related each other

that a real interaction can take place, than one may hope that a new

interesting developments may follow.

Werner Heissenberg

1.1 History of quantum computation

Richard Feynman’s argument that quantum effects can be used as resources

for simulating physics in 1982 [2] marked the birth of a new concept, quantum

computation. Since then, the idea has stimulated new directions in the scientific

and engineering research [3]. The symbiotic relation between quantum mechanics

and the field of computer science and information theory also emerged. The

curiosity that the computer science and information theory may influence the

fundamental understanding of nature has been discussed intensively [4].

Conventionally, the quantum computation is composed of three parts [5]:

1. The input of data which is encoded in quantum binary digits or qubits.

1



1.1 History of quantum computation

2. A design of a quantum circuit consisting of quantum gates to perform uni-

tary transformations.

3. Measurement on the output state in the computational basis of the indi-

vidual qubits.

1.1.1 Quantum bit

Deutsch introduced the notion of a “bit” in quantum computation which was

renamed as a “qubit” seven years later by Benjamin Schumacher [6]. The similarity

between classical and quantum binary digits is that information is encoded in the

string of binary numbers. However, the qubit is represented in Dirac notation in

which a vector,

|Ψ〉 = cos
φ

2
|0〉z + eiθsin

φ

2
|1〉z, (1.1)

belongs to Bloch sphere in Fig. (1.1), thus it obeys the laws of a vector in a

complex separable Hilbert space.

Figure 1.1: Bloch sphere.

Three properties of qubit which distinguishes from the conventional bit are:

1. Superposition. In the case of one bit, in contrast to the classical bit which

encodes information in “1” or “0,” the representation of one qubit is allowed

2
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1.1 History of quantum computation

in the linear combination, or superposition, of bases

|Ψ〉 = a0|0〉κ + a1|1〉κ =
1

∑

i=0

ai|i〉κ, (1.2)

in which the Eq. (1.2) has to fulfill the following normalization condition

∑

i

|ai|2 = 1, (1.3)

where ai, which can be a real or complex number, is an amplitude and

|i〉κ is computational bases of qubit |Ψ〉. Subscript “κ” denotes the type of

eigenbasis on the Bloch sphere as shown in Fig. (1.1), which can be {x, y, z}.
The eigenbases are essentially eigenstates of Pauli matrices; therefore, they

can be represented as following

• z-eigenbases

{|0〉z, |1〉z} =

{(

1
0

)

,

(

0
1

)}

, (1.4)

• x-eigenbases

{|0〉x, |1〉x} =

{

1√
2

(

1
1

)

,
1√
2

(

1
−1

)}

(1.5)

=

{

|0〉z + |1〉z√
2

,
|0〉z − |1〉z√

2

}

= {|+〉, |−〉},

• y-eigenbases

{|0〉y, |1〉y} =

{

1√
2

(

1
i

)

,
1√
2

(

1
−i

)}

(1.6)

=

{

|0〉z + i|1〉z√
2

,
|0〉z − i|1〉z√

2

}

.

A conventional way to symbolize the time evolution of a qubit is by simply

horizontal line as the following

3



1.1 History of quantum computation

|Ψ〉 |Ψ〉

in which the horizontal axis represents time.

2. Entanglement. A quantum system can be a composite of multiple qubits

and it is called a multipartite quantum system [7]. Mathematically, a general

composite system, |ΨG〉, can be constructed by tensor products of n-number

of pure states, {|Ψ1〉, |Ψ2, ..., |Ψn〉},

|ΨG〉 = |Ψ1〉 ⊗ |Ψ2 ⊗ ...⊗ |Ψn〉. (1.7)

The multipartite state is symbolized as below

|Ψ1〉 |Ψ1〉

|Ψ2〉 |Ψ2〉

... ... ... ...

|Ψn〉 |Ψn〉

|ΨG〉 |ΨG〉

Figure 1.2: A multipartite quantum system.

In the case of two qubits, there are 22 = 4 bases states which can be obtained

by the following form

{|x0x1〉|x0, x1 ∈ {0, 1}} = {|0〉, |1〉}⊗ {|0〉, |1〉}, (1.8)

and the arbitrary quantum state for 2-qubits is

4
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1.1 History of quantum computation

|Ψ′〉 = |Ψ〉 ⊗ |Ψ〉 (1.9)

= a00|00〉+ a01|01〉+ a10|10〉+ a11|11〉

=
1

∑

i=0

1
∑

j=0

aij |ij〉.

Therefore, one can generalize for n-qubits [8]

|Ψ〉 =
∑

x∈{0,1}j
ax|x1, ..., xj〉,

∑

x

|ax|2 = 1. (1.10)

However, there are certain conditions in which the composite system is not

fulfilled by Eq. (1.7) meaning that it is inseparable. This kind of system is

called an entangled state, |ΨE〉, and obeys

|ΨE〉 )= |Ψ1〉 ⊗ |Ψ2 ⊗ ...⊗ |Ψn〉. (1.11)

There are various types of entangled states [9]; the famous ones are Bell

states [10], Greenberger-Horne-Zeilinger (GHZ) states [11], and cluster states [12].

The understanding of the nature of entanglement may still in progress, how-

ever this concept is a pivot role in the development of quantum information

and computation [13].

3. Phase. In contrast to classical bit representation, an attribute of phase on

a qubit is allowed in quantum computation. There are two types of phase:

• Global phase. Consider the following transformation of a quantum

state

|ψ〉 → |ψ′〉 = eiθ|ψ〉. (1.12)

Where “eiθ” is so-called global phase factor, |ψ〉 (|ψ′〉) is the old (new)

quantum state, and θ is a real number.
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1.1 History of quantum computation

• Relative phase. This kind of phase is indexed by the “+/−” sign on

the qubits. As an example, consider the below transformations

|0〉z → |0〉x =
|0〉z + |1〉z√

2
. (1.13a)

|1〉z → |1〉x =
|0〉z − |1〉z√

2
. (1.13b)

As can be clearly seen that the relative phase distinguishes between

“ |0〉x” and “ |1〉x”: the sign “+” on |1〉z in Eq. (1.13a) defining “ |0〉x”
while the sign “−” on |1〉z in Eq. (1.13b) defining “ |1〉x”.

6



1.1 History of quantum computation

1.1.2 Quantum logic gates

The motivation of connecting between quantum mechanics and reversible com-

putation comes from the fact that the nature of quantum physics is also reversible,

since the unitary operator U−1 = U † indicates that the reverse time evolution al-

ways takes place [8]. Remarkably, this reconciliation is useful to define an universal

quantum gate which is one of the classical problems in theory of computation [7].

In classical computer science, NAND-gate alone can perform universal Boolean

computation. Quantum universality for a single qubit implies ability to create

any desired states on Bloch sphere which is known to be achievable with any

entangling gate and arbitrary one-qubit rotations [14]. While the universal quan-

tum gate for n-qubits is defined by the ability of this gate to implement any

unitary transformations. Below, starting from the universality of TOFFOLI-

gate discussion, the story of how universal quantum logic gates emerges will be

explained.

According to Ref. [7,15], the original notion of reversible computation came from

“billiard ball computer ” which is coined by Edward Fredkin in 1981 and it is called

Fredkin gate afterwards. Later, the idea was developed by Toffoli, Deutsch and

Barenco et. al in 1995 [8] to deliver the definition of elementary quantum gates.

The story of reversible computation and quantum mechanics reconciliation began

from the following reversible gate

x0 • x0

x1 !"#$%&'( x1 ⊕ x0

Figure 1.3: Controlled-NOT gate.

which is called Controlled-NOT-gate or CNOT-gate, since in this kind of gate

the first qubit, x0, is used as control bit and the second qubit, x1, is as target bit,

i.e., operation of XOR-gate is performed on the second qubit by the first qubit.

In the case x0 = 1, the second bit is operated with the NOT-gate.

7



1.1 History of quantum computation

The most astonishing result of reversible computation was coined by Toffoli

which is called Controlled-Controlled-NOT-gate or TOFFOLI-gate which is

in the following form

x0 • x0

x1 • x1

x2 !"#$%&'( x2 ⊕ x0 · x1

Figure 1.4: Controlled-Controlled-NOT gate.

If this gate is denoted by FTOFFOLI(x0, x1, x2)=(x0, x1, x2 ⊕ x0 · x1), it is easy to

obtain that TOFFOLI is an universal gate:

• FTOFFOLI(1, 1, x2) = FNOT(x2).

• FTOFFOLI(1, x1, x2) = FCNOT(x1, x2).

• FTOFFOLI(x0, x1, 0) = FAND(x0, x1).

• FTOFFOLI(x0, x1, 1) = FNAND(x0, x1).

• FTOFFOLI(FTOFFOLI(x0, x0, 1),FTOFFOLI(x1, x1, 1), 1) = FOR(x0, x1)

because FNAND(FNAND(x0, x0),FNAND(x1, x1)) = FOR(x0, x1).

As can be seen above, Fredkin and Toffoli successfully showed how to emulate

classical Boolean logic by three-bit gates of universal reversible computation;

however, it does not enough to define an universal gate for quantum computation.

In quantum computation, every quantum circuit can be constructed by a

quantum gate of a single qubit, which is a 2 × 2 unitary matrix, as provided in

Table (1.1). The unique properties of quantum over the classical computation are

that NOT-gate for σz-eigenbases, or to flip the qubit, can be done by Pauli-X

matrix, while to flip the phase of {σx, σy}-eigenbases can be performed by Pauli-

Z matrix. The convention to symbolize a quantum gate is by
∧

n(U) [8] which

has dimensions 2n+1 × 2n+1 and processes 2n+1 qubits as shown in Table (1.2).

8



1.1 History of quantum computation

Under this scheme, a Toffoli gate is essentially a special case of a Controlled-

Controlled Unitary-gate. If the unitary matrix in Controlled-Controlled

Unitary gate is substituted by Phase gate, this kind of gate is called TOFFOLI

Phase-gate (TPG) which is extensively used in this dissertation.

The first effort to construct universal quantum gates was coined by David

Deutsch in 1989 [16], when he showed that an universal quantum gate can be

accomplished by modifying the Toffoli gate which was well known for the universal

gate in reversible computation [15,17]. The modified Toffoli gate which is later

known as Deutsch-gate is

|x0〉 • |x0〉

|x1〉 • |x1〉

|x2〉 R |x′
2〉

Figure 1.5: Deutsch-gate.

Here,

R = −iRx(φ) = −iei
φ
2 σx = (−i)

(

cos
φ

2
+ iσxsin

φ

2

)

. (1.14)

However, the Deutsch-gate can be decomposed into the two-qubit gates as the

following

•

•

R

=

• • •

• !"#$%&'( • !"#$%&'(
√

R
√

R
† √

R

Figure 1.6: Deutsch-gate decomposition.

This decomposition distinguishes between the universality of quantum computa-

tion and reversible computation: in reversible computation, three-bit gates are

9



1.1 History of quantum computation

required for an universal gate, while in quantum computation, two-bit gates are

adequate [7].
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1.1 History of quantum computation

Quantum gates on a single qubit

Name Matrix representation Symbol

Identity

(

1 0

0 1

)

•

Hadamard 1√
2

(

1 1

1 −1

)

H

Pauli-X, σx

(

0 1

1 0

)

X

Pauli-Y , σy

(

0 −i

i 0

)

Y

Pauli-Z, σz

(

1 0

0 −1

)

Z

Phase

(

1 0

0 i

)

S

π
8

(

1 0

0 ei
π
4

)

T

Table 1.1: Quantum logic gates of a single qubit.
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1.1 History of quantum computation

Dimensions Quantum computation Symbol

2×2
∧

0(U)|x0〉 |x0〉 U |x′
0〉

4×4
∧

1(U)|x0x1〉 |x0〉 • |x0〉

|x1〉 U |x′
1〉

8×8
∧

2(U)|x0x1x2〉 |x0〉 • |x0〉

|x1〉 • |x1〉

|x2〉 U |x′
2〉

... ... ...

2n+1 × 2n+1
∧

n(U)|x0, ..., xn〉 |x0〉 • |x0〉

|...〉 ... |...〉

|xn〉 U |x′
n〉

Table 1.2: Quantum network notations.
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1.1 History of quantum computation

|ψ〉 = a0|0〉+ a1|1〉 )*!!! {|0〉, |1〉}

Figure 1.7: Quantum measurement.

1.1.3 Quantum measurement

Unitary evolution in a quantum system occurs by assuming that the system is

closed. When the observers measure the quantum system, it causes that the

system is no longer closed, the evolution is no longer unitary, and the quantum

state, |ψ〉 =
1
∑

s=0
as|s〉, collapses into the classical state, {|0〉, |1〉}, as shown in Fig.

(1.7).

A primitive way to explain the effect of quantum measurement is by intro-

ducing a set of measurement operators {Ms} which acts on the quantum system.

Measurement operators, {Ms}, are idempotent matrices; therefore, the operators

fulfill the completeness equation

∑

s

M†
sMs = I. (1.15)

The new system state, which has already collapsed by measurement, is

|s〉 =
Ms|ψ〉

√

〈ψ|M†
sMs|ψ〉

, (1.16)

where the subscript “s” denotes the measurement outcomes; therefore the value

is s ∈ {0, 1}. The probability of the measurement outcome, s, is

p(s) = 〈ψ|M†
sMs|ψ〉. (1.17)

“Measurement”, “state space”, and “entanglement” are the topics distinguish-

ing quantum from classical physics. The facts that measurement outcomes of

quantum system are classical and that the quantum system is composed by en-

tangled state are the resource of quantum information science. By utilizing these

two properties of quantum mechanics, one can gain the advantages of quantum

information over classical information.

13



1.1 History of quantum computation

Equipped by the tools in quantum mechanics and reversible computation,

quantum computation has proved that it can solve certain problems that cannot

be solved by classical computation and provided new sights into the information

theory.

1.1.4 Quantum logic gates and Schrödinger equation

The achievements in quantum computation [18–21] and quantum information the-

ory [22] inspire experimentalists to realize a quantum computer which overwhelms

Moore‘s Law [23]. Realization of qubits spans from silicon [24,25], photon [26], trapped

atoms, nuclear magnetic resonance, quantum dots, superconductors, to graphene [27].

Conventional way to simulate quantum computers is by the use of Schrödinger

equation [28]. Below, Schrödinger equation for the case of nuclear magnetic reso-

nance is briefly discussed.

Schrödinger equation reads

i!
∂

∂t
|Ψ〉 = Ĥ|Ψ〉, (1.18)

where the general form of state |Ψ〉 is

|Ψ〉 = c0|0〉+ c1|1〉. (1.19)

One can obtain the eigenfunction |Ψ〉 for the following Hamiltonian of magnetic

interaction of a classical electromagnetic field with a two-state spin [28]

H = −)µ · )B (1.20)

H = −γ!)S · )B,

where γ is the gyromagnetic ratio, ! is reduced Planck constant, and )S = Sxî +

Sy ĵ + Szk̂ is a Pauli spin vector, where Sx = 1
2(|0〉〈1| + |1〉〈0|), Sy = i

2(|0〉〈1| −
|1〉〈0|), and Sz = 1

2(|0〉〈0| − |1〉〈1|) . The typical applied magnetic field )B is in

the following form

)B = B0(̂icos(ωt)− ĵsin(ωt)) + ω0k̂, (1.21)
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1.1 History of quantum computation

where ω0 is static and very large, while B0 is several orders of magnitude smaller

than ω0 in strength [28]. The following notations hold;

B+ = Bx + iBy = B0e
−iωt, (1.22a)

B− = Bx − iBy = B0e
iωt, (1.22b)

S+ = Sx + iSy = |0〉〈1|, (1.22c)

S− = Sx − iSy = |1〉〈0|. (1.22d)

Therefore, it can be shown that the Schrödinger Hamiltonian of the system is

H = −γ!(ω0Sz +
1

2
(B+S− +B−S+)). (1.23)

If Eq. (1.21) is substituted into Eq. (1.23) followed by substitution into Eq.

(1.18), one can find

i
∂(c0|0〉+ c1|1〉)

∂t
= −

γ

2

((

ω0c0(t) +B0e
iωtc1(t)

)

|0〉+
(

B0e
−iωtc0(t)− ω0c1(t)

)

|1〉
)

.

(1.24)

The goal is to find the time evolution of the coefficient of the quantum state due

to the magnetic field perturbation. To do so, the simplest way is by assuming

ω = γω0

2 and introducing Ω = γB0. It leads to

i
∂

∂t

(

c0(t)e
−iωt

)

= −
Ω

2
c1(t), (1.25a)

i
∂

∂t

(

c1(t)e
iωt

)

= −
Ω

2
c0(t). (1.25b)

The substitution of Eq. (1.25a) into Eq. (1.25b) or vice versa can generate the

following linear homogeneous second-order ordinary differential equations [29]

c̈0 − iωċ0 +
Ω2

4
c0 = 0, (1.26a)

c̈1 + iωċ1 +
Ω2

4
c1 = 0. (1.26b)
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1.1 History of quantum computation

Therefore, the solutions of Eq. (1.26a) and Eq. (1.26b) which fulfill the nor-

malization condition,
1
∑

i=0
|ci(0)|2 =

1
∑

i=0
|ci(t)|2 = 1, as mentioned in Eq. (1.3)

are
(

c0(t)
c1(t)

)

=

(

cos
(

ξt
2

)

sin
(

ξt
2

)

−sin
(

ξt
2

)

cos
(

ξt
2

)

)(

c0(0)
c1(0)

)

. (1.27)

where ξ = ω+Ω
√

(

ω
Ω

)2
+ 1. The quantum gates on a single qubit can be obtained

by setting the frequency {ξ}: the Identity-gate can be performed if t = 4πn
ξ

,

where {n = 0, 1, 2...N |N ∈ .}, while the NOT-gate can be obtained when t = π
ξ

or so-called π-pulse, with a phase factor of “-1” on |1〉.
As has been shown above for the case of one qubit, quantum computation

proceeds with Schrödinger equation. However, computation with Schrödinger

equation poses several challenges: first, one should solve exponential numbers

of differential equations due to the increase number of qubits: n- qubits mean

there are 2n of differential equations which have to be solved [28]. Usually, ap-

proximations are used to solve the problems, but there are physical phenomena

that can not be explained by approximations. Second, Schrödinger equation fails

if relativistic effect is taken into account; in this point, Dirac equation should be

considered. Nevertheless, a growing interest to expand the application of Dirac

equation beyond the case of quantum relativistic, which is so-called supersym-

metric quantum mechanics (SUSY QM) [30], is noticed. Nieto et. al showed that

every property of a differential intertwiner for Schrödinger equation acquires its

counterpart in the case of the Dirac equation [31]. Two-dimensional (2D) Dirac

equation is widely known to describe quantum relativistic; however, the applica-

tion of 1D Dirac equation, in which uses Pauli spin matrices (σ1, σ2, σ3) instead

of Dirac matrices, is still unclear. The recent study shows that it can be used to

explain nonrelativistic system such as conjugated molecules [32].

Schrödinger and Dirac equations have the similarity that they can be trans-

formed under Darboux transformations. The transformations has been widely

used in enormous types of Schrödinger equation; however, previous applications

of Darboux transformations on Dirac equations and especially in the area of

quantum computation are rather limited.
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1.2 Abstract quantum computation

The next problem is the physical realization of quantum computer. The imple-

mentation of quantum information processing must satisfy five criteria and two

additional criteria for quantum communication which is so-called the DiVincenzo

criteria [33]. In general, recent simulations of quantum computers are based in the

following two types of abstract quantum systems:

1. Non-nearest neighbor quantum computer (Fig. 1.8(a)),

2. Nearest neighbor quantum computer (Fig. 1.8(b)).

(a) Non-nearest neighbor quan-

tum computer

(b) Nearest neighbor quan-

tum computer

Figure 1.8: Comparison between non- and nearest neighbor quantum computers.

The yellow and red balls represent the qubits. The lines between the qubits

express the communications which are allowed.

In non-nearest neighbor architecture of abstract quantum computation, as

shown in Fig. (1.8(a)), all qubits are programmed so that they can be arbitrar-

ily connected by one another regardless the distance and order. Therefore it is

allowed under this scheme, as shown in Fig. (1.3), that a qubit can communicate

to non-adjacent qubit by skipping over the nearest neighbor qubits in order to

perform unitary operations.
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1.2 Abstract quantum computation

Non-nearest neighbor Nearest neighbor

•

!"#$%&'(

× ×

× • ×

!"#$%&'(

Table 1.3: Comparison between non- and nearest neighbor quantum computa-

tions.

In contrast, as illustrated in Fig. (1.8(b)), in nearest neighbor quantum com-

putation, the distance and order of qubits are arranged in a certain manner. If

the quantum circuit is restricted by adjacent computation only, meaning that the

quantum information is propagated by nearest neighbor qubits, it will cost more

depth and space of a quantum circuit, as illustrated in Fig (1.3). This kind of

proposal of quantum computer class which is scalable in the nature may rely on

a quantum system consisting of arrays of weakly coupled qubits [34] as shown in

Fig. (1.8). One of promising which fulfills this model is so-called measurement-

based quantum computation (MBQC) and it is extensively discussed in the next

Section.
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1.3 Measurement-based quantum computation

A one-dimensional cluster state is in the form of

|ΦN〉 =
1

2
N

2

N
⊗

a=1

(

|0〉a σ
(a+1)
γ + |1〉a

)

, (1.28)

where σγ(i) is the Pauli operator operating on qubit i in the N -qubit cluster C, a

is the index of a qubit in cluster C and γ which can be x, y, or z depending on the

choice of interaction Hamiltonian between neighbors [35] and with the convention

σN+1
γ = 1. In general, the cluster state should obey the quantum correlation

equation
⊗

α,υ

σ(α)υ

∣

∣Φ{k}
〉

C
= (−1)kα

∣

∣Φ{k}
〉

C
, (1.29)

where α = a, {a + n|(a + n) ε neighbors}, υ=0, x, y, z, and kα = {0, 1}. The

parameter {k} is a set of index parameters specifying the cluster state.
∣

∣Φ{k}
〉

C

expresses the cluster state before the measurement and
∣

∣Ψ{k}
〉

C(g)
represents the

cluster state after a set of measurements in which a quantum gate g has been

simulated on the cluster state.

The cluster state can be created in several ways, e.g., initializing every qubit

to the |+〉 state and performing a Controlled-Z gate between each neighboring

pair. With such a cluster state, Raussendorf et al. showed that a carefully chosen

measurement pattern could impose any quantum gates on logical qubits.

Suppose we have an initial set of cluster state eigenvalue equations,
∣

∣Φ{k}
〉

C
,

representing the cluster which is the union of the input cluster (Cinput), the ma-

chine cluster, (Cmachine) and the output cluster (Coutput). All of the qubits except

the output cluster are measured by the projective measurement operators P with

certain measurement patterns M, P{s}
(C)(M)=

⊗

k∈C
1+(−1)ka*rk.*σ

(k)

2 , where the sub-

script {s} ∈ {0, 1} denotes the measurement outcomes and the superscript {C}
denotes that these sets of measurement acting upon the cluster states. The

new m-qubits output register of the quantum logic network is the cluster state
∣

∣Ψ{k}
〉

C(g)
obeying 2m new eigenvalue equations:

σ(Cinput(g),i)
x (Uσ(i)x U†)(Coutput(g)) |ψ〉C(g) = (−1)λx,i |ψ〉C(g) (1.30)
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1.3 Measurement-based quantum computation

σ(Cinput(g)i)
z (Uσ(i)z U†)(Coutput(g)) |ψ〉C(g) = (−1)λz,i |ψ〉C(g) , (1.31)

where λx,i, λz,i ∈ {0, 1} are the measurement outcomes.

Quantum computation in Pauli algebra form implicitly appears in the final set of

eigenvalue equations after the measurements. A brief review is given in Subsection

(1.3.1).

Several remarkable properties are follows [36,37]:

• Measurement of qubits in the machine cluster in the σz-eigenbasis removes

them from the main cluster and disconnects all of their bonds.

• Measurement of qubits in the machine cluster in the σx-eigenbasis removes

them from the main cluster and creates Bell pairs between the qubits in

the input cluster and the qubits in the output cluster.

• Measurement of qubits in the machine cluster in the σy-eigenbasis removes

them from the main cluster and leaves an entangled state between the qubits

in the input cluster and the qubits in the output cluster.

The measurement calculus is a convenient formalism for representing MBQC

quantum gates [38,39]. Danos et al. showed how to write an MBQC quantum gate

U in the form U:=({Resources}, {Input}, {Output}, {EMC})U. Based on this

definition, we introduce a notation U<n> meaning a quantum gate in MBQC

using n qubits. CNOT<4> refers to CNOT<4> := ({1, 2, 3, 4}, {1, 4}, {3, 4},
{Xs3

4 Zs2
4 Zs2

1 Mx
3M

x
2E13E23E34}). A fifteen-qubit form of the gates is

CNOT<15> = ({Resources}, {Input}, {Output}, {EMC})CNOT<15> (1.32)

:= ({1, ..., 15}, {1, 9}, {7, 15}, {EMC})CNOT<15>

as mentioned in Ref. [21]. Recently, two types of Toffoli gate have been developed:

CCNOT<54> [21] and CCNOT<39> [39]. Both Toffoli gates have similar numbers of

adaptive measurements, but different numbers of qubit resources. CCNOT<39>

must be connected into an arbitrary graph, while CCNOT<54> is appropriate for

the Manhattan geometry cluster state. CCNOT<54> is illustrated in Fig. (1.10)

in Subsection (1.3.1).
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The physical implementation of MBQC requires a lattice system with an Ising-

like interaction between qubits so that the quantum information can be propa-

gated in the lattice due to measurements. Several physical implementations have

been proposed; Meier et al. proposed the possibility of experimental realization to

perform initialization, quantum gate operation and read-out in antiferromagnetic

spin cluster quantum computing [40]. Devitt et al. have described an all-optical

implementation where the required number of photonic modules and chips only

depends on the cross section length of the two-dimensional lattice (corresponding

to the y-axis in our figures) [41,42].

MBQC runs in two phases: preparation of the cluster state and measurement.

Because the preparation step is completely generic, failure in coupling the qubits

is not a problem. Mechanisms that succeed only probabilistically can be used, as

long as failures are heralded, making optical QC suitable for MBQC. [43]

1.3.1 MBQC gates and graphical notation

To illustrate MBQC, we detail the operation of the NOT gate, as shown in

Fig. (1.9). In this Subsection we adopt the graphical notation first proposed by

Raussendorf, Browne, and Briegel [21]. The cluster contains 5 qubits where Cinput

is qubit 1, Cmachine is qubits 2, 3 and 4 and Coutput is qubit 5. We begin from the

cluster state eigenvalue equations for 5 qubits:

σ(1)x σ
(2)
z |φ〉C(NOT) = |φ〉C(NOT) (1.33)

σ(1)z σ
(2)
x σ

(3)
z |φ〉C(NOT) = |φ〉C(NOT) (1.34)

σ(1)z σ
(2)
z σ

(3)
x σ

(4)
z |φ〉C(NOT) = |φ〉C(NOT) (1.35)

σ(3)z σ
(4)
x σ

(5)
z |φ〉C(NOT) = |φ〉C(NOT) (1.36)

σ(1)z σ
(4)
z σ

(5)
x |φ〉C(NOT) = |φ〉C(NOT) . (1.37)
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1.3 Measurement-based quantum computation

Figure 1.9: NOT gate in MBQC. The input qubit and all pink qubits are mea-

sured in the σx-eigenbasis and the framed-green qubit is measured in an adaptive

basis depending on the measurement outcome of qubit 2. A rotation measure-

ment operator on xy-plane around z-axis with angle π on qubit 3 makes the qubit

3 not adaptive.

After obtaining the quantum correlation of the cluster state, two measurement

steps are performed: first, the σx measurement on qubit 2 and qubit 4,

|φ́〉C(NOT) = P(2)
x,s2P

(4)
x,s4 |φ〉C(NOT) . (1.38)

This first measurement converts the initial quantum correlation to the eigenvalue

equations:

σ(1)x σ
(3)
x σ

(5)
x |φ́〉C(NOT) = |φ́〉C(NOT) (1.39)

σ(1)z σ
(3)
z |φ́〉C(NOT) = (−1)s2 |φ́〉C(NOT) (1.40)

σ(3)z σ
(5)
z |φ́〉C(NOT) = (−1)s4 |φ́〉C(NOT) . (1.41)

Furthermore, the eigenbasis of )rxy((−1)s2(−η)).)σ, where )rxy.)σ= cos(η) σx+sin(η)

σy, is chosen as the measurement basis on qubit 3 to realize the operation NOT

by measurement pattern M(NOT). Mathematically, it can be expressed by:

|ψ〉C(NOT) = P
(3)
xy(η) |φ́〉C(NOT) , (1.42)

where P
(3)
xy(η)=

1+(−1)s3*rk.*σ(k)

2 . This second measurement generates two eigenvalue

equations from Eqs. (1.39), (1.40) and (1.41), which obey Theorem 1 of Raussendorf

et. al:

σ(1)x U (5)[−η]σ(5)x U (5)†[η] |ψ〉C(NOT) = |ψ〉C(NOT) (1.43)
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1.3 Measurement-based quantum computation

σ(1)z U (5)[−η]σ(5)z U (5)†[η] |ψ〉C(NOT) = (−1)s2+s4 |ψ〉C(NOT) . (1.44)

By choosing η = π, these equations give a NOT-gate. This method can be

broadened to perform quantum gates on a large-scale cluster state system. Similar

to the work of Leung [44], quantum computation can be achieved in cluster states

depending on choice of measurement patterns.









Figure 1.10: Quantum gates in measurement-based quantum computation.

Due to the relationship between CCNOT and Toffoli Phase Gate (TPG),

CCNOT=Ht(TPG)H†
t , the target qubit can be chosen arbitrarily by putting

a Hadamard gate on the chosen qubit. The Toffoli phase gate is CCNOT<54>.
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1.3 Measurement-based quantum computation

Figure 1.11: Non-adjacent computation. The implementation of four types

SWAP gates to propagate the information up-to-down of non-adjacent qubits

for performing CNOT. Qubit |a> acts as the control qubit and |b> is the target

qubit.
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1.4 Darboux transformations

Generally, every quantum gate contains Cl lattice qubits with m measure-

ments, Cw width, and Ch height. In this dissertation, we will use a quantum

gates model of Raussendorf et al. [21]. As shown in Fig. (1.10) and Fig. (1.11),

CNOT and the Toffoli Phase gate can be performed using measurement on 15

and 54 cluster qubits, respectively.

1.4 Darboux transformations

In 1882, Gaston Darboux introduced a method to solve Sturm-Liouville differ-

ential equation, which is called Darboux transformation afterwards [45]. Remark-

ably, this transformation can solve not only Sturm-Liouville differential equation

(another form of time-independent Schrödinger equation), but also the other

forms of linear and non-linear differential equations, such as Korteweig-de Vries,

Kadomtsev-Petviashvilli, Sine-Gordon, and Non-linear Schrödinger equations.

The following Section explains about Darboux transformation and its general-

ized form called Crum‘s theorem on Sturm-Liouville differential equation.

1.4.1 Darboux transformation and Crum theorem

Consider following Sturm-Liouville differential equation

−ψxx + uψ = λψ (1.45)

where u is function of x and λ is a constant. In the Schrödinger equation, u

represents a potential. Darboux transformation is defined as follow [45]

ψ[1] =

(

d

dx
− σ1

)

ψ = ψx −
ψ1x

ψ1
ψ

=
ψxψ1 − ψ1xψ

ψ1
=

W (ψ1,ψ)

W (ψ1)
. (1.46)

W (ψ1,ψ) expresses Wronskian determinant as defined below

W (ψ1,ψ2, ...ψN ) =

∣

∣

∣

∣

∣

∣

∣

∣

ψ1 ψ2 ... ψN

ψ(1)
1 ψ(1)

2 ... ψ(1)
N

... ... ... ...

ψ(N−1)
1 ψ(N−1)

2 ... ψ(N−1)
N

∣

∣

∣

∣

∣

∣

∣

∣

(1.47)
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1.4 Darboux transformations

where ψ(n) means ψ derivative for n-times and ψ1 is the solution of ψ for λ = λ1.

If ψ is a solution, ψ[1] is the solution for the following Sturm-Liouville differential

equation then

−ψxx[1] + u[1]ψ[1] = λψ[1] (1.48)

where u[1] is a new function of u which has been transformed. It will be shown

below that Darboux transformation acting on ψ[1] influences the potential u, if

ψ[1] is invariant over Eq. (1.48).

From Eq.(1.46), one can obtain following relation

−ψxx[1] = −ψxxx + σ1xxψ + 2σ1xψx + σ1ψxx. (1.49)

Substitution of Eq.(1.46) and Eq.(1.49) into Eq.(1.48) results in

− ψxxx + σ1xxψ + 2σ1xψx + σ1ψxx + u[1] (ψx − σ1ψ)

= λ (ψx − σ1ψ) . (1.50)

Using Eq.(1.45) to substitute ψxx results in

(u[1]− u+ 2σ1x)ψx +

(−ux + σ1xx + σ1u− σ1u[1])ψ = 0. (1.51)

It is clear from Eq.(1.51), the following relations can be obtained

u[1] = u− 2σ1x (1.52)

σ1xx − ux + 2σ1σ1x = 0. (1.53)

The Eq.(1.49) shows that the function u is also transformed due to ψ in Eq.(1.45).

In other words, Sturm-Liouville equation in Eq.(1.45) is covariant under Darboux

transformation action

{u,ψ} → {u[1],ψ[1]}.

Interestingly, Darboux transformation can be recursively applied to Sturm-

Liouville equation solution and consequently the potential is transformed to en-

sure that the solution belongs to the equation. Below will discuss the consequence

if the solution in Eq.(1.45) is acted by Darboux transformation twice.

ψ[2] =

(

d

dx
−
ψ2x[1]

ψ2[1]

)(

d

dx
−
ψ1x

ψ1

)

ψ (1.54)

26



1.4 Darboux transformations

where

ψ[2] = ψ2x −
ψ1x

ψ1
ψ2. (1.55)

From the definition ψ[1] and ψ[2], u[1], and u[2], Crum proposed general form

of Darboux transformation in the following form

ψ[N ] =
W (ψ1, ...,ψN ,ψ)

W (ψ1, ...,ψN)
(1.56a)

u[N ] = u− 2
∂2

∂x2
ln W (ψ1, ...,ψN ) (1.56b)

where ψ[N ] satisfies the equation

−ψxx[N ] + u[N ]ψ[N ] = λψ[N ]. (1.57)

The Crum‘s theorem is based on the fact that Darboux transform acting N -times

on a function can be written

ψ[N ] = D[N ]ψ = ψ(N) + s1ψ
(N−1) + ... + sNψ. (1.58)

Ansatz of Crum‘s theorem is that sN is obtained from the following relation

N
∑

k=1

skψ
(N−k)
j = −ψ(N)

j (1.59)

where j=1, 2, ... , N . Eq. (1.59) can be explained and arranged in matrix

representation by following








ψ(N−1)
1 ψ(N−2)

1 ... ψ1

... ... ... ...

... ... ... ...

ψ(N−1)
N ψ(N−2)

N ... ψN

















s1
s2
...
sN









=











−ψ(N)
1

−ψ(N)
2

...

−ψ(N)
N











. (1.60)

By the use of Cramer‘s rule, one can obtain sj for j = 1, ... , N . For instance, s1

s1 =

∣

∣

∣

∣

∣

∣

∣

∣

−ψN
1 ψ(N−2)

1 ψ(N−3)
1 ... ψ1

... ... ... ...

... ... ... ...

−ψN
N ψ(N−2)

N ψ(N−3)
N ... ψN

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

ψ(N−1)
1 ... ... ψ1

... ... ... ...

... ... ... ...

ψ(N−1)
N ... ... ψN

∣

∣

∣

∣

∣

∣

∣

∣
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1.5 Problem definition

Since it was coined by Darboux about a century ago, it has been successfully

applied in enormous types of differential equations. One of famous applications

is in solving nonlinear Schrödinger equations in which it can be shown that non-

linear refractive index in fiber optics materials, which have Kerr-like medium

characteristics, will compensate for the dispersive effect of electromagnetic wave

propagating. The nonlinear evolution equation of electromagnetic wave due to

the both effects can be solved by Darboux transformations [46]. The advantage of

Darboux transformation is that one can obtain multisoliton solution from a trivial

solution. This transformation has the similar form with the other methods which

is used to solve nonlinear differential equations, i.e. Cole-Hopf transformations.

1.5 Problem definition

Recently, the physical realization of MBQC is the issue that is still unclear. The

MBQC requires not only the five criteria and two additional criteria for quantum

communication of the DiVincenzo criteria [33], but also requires the measurement

schemes on a specific physical system implementing the quantum computation

on the cluster state.

On the other side, the various types of abstract quantum computation imple-

mentation by cavity QED, such as the atoms [47] or the light [48] as the qubit, have

been proposed. Scenarios of how to generate cluster states of cavity QED have

been proposed in many efforts [49–51]. However, the complete implementation of

MBQC by the use of cavity QED which satisfies the Divincenzo criteria is rarely

discussed [52].

1.6 Contributions of this thesis

This thesis aims to contribute to the advancement of theory towards implemen-

tation of measurement-based quantum computers. Specifically, two issues are

discussed in this dissertation: control of qubit coherence in order to prepare

cluster states in cavity quantum electrodynamics and efficient circuits to perform

carry-lookahead adder in cluster states. The first contribution may meet with the

implementation of the DiVincenzo’s second criterion of MBQC in cavity QED,
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1.6 Contributions of this thesis

while the second one may contribute to the implementation of the measurement-

based quantum computer in engineering field.

Following a previous proposal of a measurement-based quantum computer be-

ing constructed by the use of classical electromagnetic field to entangle qubits [50],

control of qubit level occupancies in a cavity quantum electrodynamics by the

use of classical electromagnetic field is proposed. Related to the preparation of

cluster states in cavity QED, there are already similar proposals [53]. However,

in the previous work, the analysis of atomic inversion in the context of cluster

state preparation in cavity QED was not mentioned. It is discussed extensively

in this thesis. For a measurement-based quantum computers consisting of a large

number of qubits, an architecture covering the circuit design and qubit resources

are discussed.

Therefore, the contribution of this thesis is two fold: firstly, this thesis pro-

poses the DiVincenzo’s second criterion of MBQC in cluster states by the classical

field emission into the cavity QED. Secondly, the thesis also provides the circuit

design and resource evaluation of a MBQC circuits consisting of a large number

of qubits.

In Chapter (2), cavity quantum electrodynamics is represented in one-dimensional

Dirac equation. Darboux transformations represent the perturbation on the sys-

tem by introduction of extra classical electromagnetic fields into the cavity. It is

shown in this chapter that the classical mechanics of electromagnetic fields can

control the atomic inversion of cavity quantum electrodynamics. This method

may contribute to the method for cluster state preparation and ensuring the

coherency of qubit in the cluster state.

The design of quantum circuit based on classical measurements over cluster

states is provided in the Chapter (3). It is presented in the Chapter that by the

use of the method, the size and the depth of quantum circuit can be optimized.
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Chapter 2

Correlation of Dirac potentials and

atomic inversion in cavity quantum

electrodynamics

2.1 Cavity quantum electrodynamics

Cavity quantum electrodynamics (QED), as illustrated in Fig. (2.1), is the study

of the interaction between the two-level atoms and the electromagnetic field inside

a small high finesse optical cavity. The conventional way to physically realize the

cavity QED is by a Fabry-Perot cavity and Rydberg atoms, such as Alkali [54]. The

Fabry-Perot cavity consists of two plane parallel mirrors which partially reflects

and also partially transmits the incident light into the cavity. Due to the cavity

is high finesse, the light inside the cavity bounces back and forth between the

silvered mirrors, therefore the light can interact several times with the atom; as

the consequence, the transition of the atom can be driven by pulses of light [7,28].

Rabi oscillations are the important features in the cavity QED and play a

pivot role in the field of experimental quantum information, since the oscillations

represent the coherence and decoherence of the qubits in various types of physical

schemes of quantum computers [55–58].

The Rabi oscillations are derived from the quantity associated as the atomic

inversion, W (t), defined as the variation in the excited- and ground-state popu-
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2.1 Cavity quantum electrodynamics





Figure 2.1: Cavity QED.

lations [59]

W (t) = Pe(t)− Pg(t). (2.1)

When the electromagnetic field is classical, the oscillations in atomic inversion

have constant amplitude. If the field is quantum, the oscillations consist of a

sequence of collapses and revivals. The objective of the control of the time evo-

lution of the population of two states in cavity is to formulate the Hamiltonian

H , which represent the states of excited- and ground-levels [54].

Following Ref. [59,60], the system of a two level atom and field in a single cavity

mode, when the electromagnetic field is classical, is represented by H = !ω0
σz
2 +

!Ω[σ+b(t) + σ−b(t)†] where b(t) = b0e−iωt. Here, the Rabi frequency is Ω|b0| =
√

Ω2(κ2 + b†0b0). One also can obtain the atomic inversion as illustrated in Fig.

(2.2(a)) if the field is assumed classical by W (t) = 1− 2Ω2(b†0b0)
sin2(Ω|b0|

t)

Ω2
|b0|

.

When the electromagnetic field is quantum, the Hamiltonian is H = !ω0
σz
2 +

!ωB†B+ !Ω[σ+B+ σ−B†], where B (B†) is an annihilation (creation) operator.

It is shown that the atomic inversion of Jaynes-Cummings Hamiltonian is

represented by W (t)= 〈γ,↑|σz(t)|γ,↑〉
〈γ,↓|σz(0)|γ,↓〉 = e−|γ|2 ∑∞

n=0
|γ|2n
n!

(

1− 2Ω2(n+ 1) sin
2(Ωnt)
Ω2

n

)

,

where Ωn =
√

Ω2(κ2 + n+ 1) is the Rabi frequency, κ = *
2Ω , in which Ω is

the coupling constant atom-field interaction, |γ|2 is the average photon number

(n̄), and / = ω0 − ω is the detuning, i.e., resonant condition between atomic

transition- and field frequency. The time unit of atomic inversion depends on the
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2.1 Cavity quantum electrodynamics

(a) Semiclassical Rabi oscillations.

(b) Quantum Rabi oscillations for n̄ = 30.

Figure 2.2: Comparison between semiclassical and quantum Rabi oscillations on

resonance (∆ = 0).

physical system, because the Rabi cycle period of the two-level system, which is
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2.2 Problem definition

the time needed for one-cycle process for an atom (or other two-level system) to

absorb photons so the excitation occurs, and followed by the stimulated emission

to re-emit the photons during the relaxation of the atom to the ground state, dif-

fers from one system to another system1. In general case, the time unit for atomic

inversion is 1
ΩRf

, since its periodicity is ( π
ΩRf

), where ΩRf is the Rabi frequency2.

In this Chapter, we restrict the cavity system in the non-resonant condition and

is a bad cavity, i.e., the atom-field coupling constant is weaker than the decay

rate, by the use3 of / = 2
√
2, and Ω=1. Since in recent experiment the quan-

tum effect in cavity can be realized in the small number of photon, here we use

n̄ = |γ|2=30. The atomic inversion under this scheme is given in Fig. (2.2(b));

as can be clearly seen that this kind of atomic inversion consists of sequence of

oscillations and collapses. The initial oscillations are caused by the absorption of

the quantum light by the atom, while the collapses are due to the emissions of

the light by the atom.

2.2 Problem definition

Recent research on quantum theory scrutinizes the reconciliation between quan-

tum and classical physics, and it attempts to take the advantages from the classi-

cal side for constructing new theories [62]. For instance, the quantum teleportation

between sender and receiver involves classical information transmission based on

the joint measurement of EPR pair [63]. In experimental research on quantum

information, notions of Coulomb and photon blockades represent the influence of

classical physics on quantum physics [64,65]. Here, we show that concurrent con-

dition of the electromagnetic field behaving classically and quantumly in cavity

1In the recent achievement of microwave cavity quantum electrodynamics [61], the atomic

transition (ω0) and field (ω) frequencies units are in order of GHz, while the Rabi oscillations

unit is in order of µs.
2The time unit for the classical Rabi oscillation is 1

Ω|b0|
and the time unit for the quantum

Rabi oscillation is 1

Ωn̄
, where Ωn̄ =

√

Ω2(κ2 + n̄+ 1). Therefore, in the case of Ω = 1, κ =
√
2,

and n̄ = 30, Ωn̄ is 5.75. The time unit for modified atomic inversion in this thesis is 1

Ωm
n̄

, where

Ωm

n̄
is the modified Rabi frequency as defined in Eq. (2.3).
3The condition can be achieved by setting the atomic transition energy depends on the

number of certain photon number, n′, and atom-field coupling constant, !∆ = 2!Ω
√
n′ + 1. In

this dissertation, the fixed photon number is n′ = 1, in which n′ )= n.
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2.2 Problem definition

QED provides the conditions for steering the dynamics of collaps and revival

sequences of Rabi oscillations.

In the recent years, there have been several efforts to control the collapses

and revivals [66–69], in order to damp out [70–72] or to ensure the stability [73], of

the oscillations by considering the trade-off of physical constraints in the related

quantum computer schemes. Nevertheless, the general theory of how to control

the atomic inversion is poorly comprehended.

On the theoretical side, Darboux transformations contributions to the wide

range of physics fields have been widely known over centuries [45]. Different from

the other transforms such as the Fourier and Laplace transforms, the action of

Darboux transform does not change the domain of the potential and state of the

system, but it creates the new potential and state of the system. The output

of Darboux transform is a set of new potential and state of the physical system.

For instance, in nonlinear Schrödinger equation, Darboux transform generates

the new solutions of the equation [45]. The Darboux transform is very useful to

describe the evolution of a physical system due to the change of its Hamiltonian

potential as found in wide range of nonlinear physics. However, its contribution

to the field of quantum computation is still poorly understood.

Recently, there are several efforts in order to apply Darboux transformations

to quantum computation. Samsonov et al., followed by Hussin et al. [74], propose a

novel technique to apply Darboux transformations into Jaynes-Cumming Hamil-

tonian [75]. Bagrov et al. coined a Darboux transformation which does not violate

the two-level system equation structure [76]. These processes can be done by using

the method of intertwining on the exactly solvable Dirac potentials which are

equivalent to the Darboux transformations between Schrödinger potentials [77].

The application of Darboux transformations to one-dimensional Dirac equa-

tion is performed by intertwining the Hamiltonian in Dirac equation

L̂h0 = h1L̂, (2.2)

where L̂ is intertwining operator and h0 (h1) is the old (new) Dirac Hamiltonian.

In the sense of perturbation theory, h0 (h1) is unperturbed (perturbed) Dirac

Hamiltonian, where h1 = h0 + V (α, β), in which {α, β} contributing into the

34



2.2 Problem definition

perturbation terms. Recently, it has been shown that numerous problems in

quantum mechanics can be solved using this technique [31].

To date, the theoretical result relevant to the experiment was only successfully

performed by Samsonov et al. by showing the contribution of pseudosymmetry

potential in controlling the qubit dynamics of superconducting circuits based

on Josephson tunnel junctions [78]. In this chapter, we show that it is possible

to control Rabi oscillations in cavity QED by considering the presence of extra

classical electromagnetic fields. It emerges the perturbation effect on the system

and can be represented by one fold Darboux transformations on one-dimensional

Dirac equation. The results suggest that there is a correlation between Dirac

potentials and atomic inversion.

For our purpose, we modify the Rabi frequency by involving additional term

representing the classical effect of electromagnetic field. The modified Rabi fre-

quency is

Ωm
n =

√

Ω2(κ2 + b†b+ n+ 1). (2.3)

The superscript ‘m’ denotes the modification. Eq. (2.3) represents the condi-

tion that the electromagnetic field concurently behaves classically and quantumly

: the term
√
b†b corresponds to classical field and

√
n+ 1 is the consequence of

quantum effect of the field. This term can be easily derived from a Hamiltonian

driven by a classical light source as mentioned in Ref. [79].The modified atomic

inversion is

W (t) =
〈γ, ↑ |σz(t)|γ, ↑〉
〈γ, ↓ |σz(0)|γ, ↓〉

m

=

e−|γ|2
∞
∑

n=0

|γ|2n

n!

(

1− 2(Ω)2
√

b†b+ n + 1
sin2(Ωm

n t)

(Ωm
n )2

)

. (2.4)

Darboux transformation contributes to the b†b term. For N -fold Darboux

transformations, b†b → bi[1]†bi[1] → ... → b†i [N ]bi[N ], where subscript i corre-

sponds to the choice of Pauli matrix in the intertwining operator.

The chapter is organized as follows: in Subsection (2.2.1), we introduce the

method proposed by Bagrov et al. and generalize the methods : Pauli matrix in

operator B is not constrained in σ3, but the use of {σ1, σ2} is also considered.

Moreover, the potential is not only restricted in (pseudo)-scalar form, but also
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2.2 Problem definition

we allow the potential in the form of vector where the Pauli matrices act as the

potential basis and the function as the potential coefficient. Subsection (2.1) con-

tains introduction of the mathematical model of atom-field interaction in cavity

QED. Here, the Rabi frequency and oscillations of a fully-quantum mechanical

model are modified due to the presence of the extra classical effect of electro-

magnetic field. Section (2.3) provides the elucidation of the implementation of

BBGS-Darboux transformations to semiclassical Rabi model. The outcome is

to obtain the parameters in BBGS-Darboux transformations : α(t), β(t), and

|V (t)|. The section covers two types of procedures: first one is reformulation of

the equation from Schrödinger equation into Dirac equation. Here, the repre-

sentation of data is changed, but we do not control anything. Second one is the

action of Darboux transformation on the Dirac equation. In this step, we perturb

the system to control the potential and state of the system. In Section (2.4), it

is shown that the choice of Pauli matrices in BBGS-Darboux transformations re-

lates to the type of one-dimensional stationary Dirac potential of electromagnetic

field : {σ1} generates the parabolic potential and {σ2, σ3} yields the harmonic

oscillator potential. The trade-off between the quantum and light predominances

are discussed in Section (2.5).

2.2.1 BBGS-Darboux transformations

In this Subsection, we introduce (Bagrov, Baldiotti, Gitman, and Shamshutdi-

nova) BBGS-Darboux transformations [76] which has the notation D(σi). The

symbol σi is the Pauli matrix in element of intertwining operator L̂ = A d
dt
+ B,

A = σ0=( 1 0
0 1 ), and B = αi(t) + (f(t)− βi(t))σi.

The action of D(σi) on a set of potential and state of a Hamiltonian is defined

by D(σi)[N ] {V,Ψ} = {V [N ],Ψ[N ]} transforming the old Hamiltonian ĥ(V )Ψ =

ε0Ψ → ĥ(V [1])Ψ[1] = ε1Ψ[1] → ... → ĥ(V [N ])Ψ[N ] = εNΨ[N ]. The potential is

a vector in three dimensional Euclidean Bloch sphere using Pauli matrices as the

basis and it can be extended into n-dimensions [80]. The transformations affect the

potential from V (t) =
∑

j σ(j)
jfj(t) → V [1](t) =

∑

j σ(j)
jf ′

j(t), where f ′
j(t) =

fj(t) +/fj(t) and σ(j) ∈ {σ1, σ2, σ3}. Based on this formulation, the magnitude

of potential is transformed |V (t)| =
∑

j |fj(t)| → |Vi[N ](t)| =
∑

j |f ′
j(t)|. The

effect of the transformations to the state is Ψ → L̂Ψ = Ψ[N ]. In order to
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2.3 Rabi model under BBGS-Darboux transformation

obtain the coefficients αi(t) and βi(t), intertwining operation, L̂ĥold = ĥnewL̂,

between the old and the new Hamiltonian is needed. For N -fold BBGS-Darboux

transformations, L̂ĥ0 = ĥ1L̂ → L̂ĥ1 = ĥ2L̂ → ... → L̂ĥN-1 = ĥNL̂.

After the above definitions, we can now express the following theorem.

Theorem 1. Let {V,Ψ} represents a physical system and D(σi)[N ] is a

BBGS-Darboux transformation operator. The open-loop control mechanism can

be constructed, where the BBGS-Darboux transformation operator can be assumed

as a controller, {V,Ψ} as the initial system, {V [N ],Ψ[N ]} as the final system,

and the eigenvalues εN(σi) are the output variables.

Proof. Let {V,Ψ} is the initial condition of a physical system, in which the

initial eigenvalues ε0 are belong to the system.

The action of BBGS-Darboux transformation on this system is D(σi)[N ]

{V,Ψ} = {V [N ],Ψ[N ]}, in which the eigenvalues εN(σi) are belong to the new

eigenstates Ψ[N ].

The complete proofs of the above theorem are given in Section (2.3) and

Section (2.4). In this chapter, we only consider N = 1 or one fold Darboux

transformations.

2.3 Rabi model under Darboux transformations

In this Section, we present the theoretical explanation underlying the perturba-

tion effects of atomic-field in a cavity due to the presence of the classical fields.

The perturbation causes the emergence of new potential in which it is perturbed

on y-axis of Bloch sphere. It is accomplished by two steps: first, the represen-

tation of the system is changed from Schrödinger equation into one-dimensional

Dirac equation. The motivation of this change of representation is based on an

one-dimensional Dirac equation is considered more appriopriate than Schrödinger

equation, since one-dimensional Dirac equation admitting vectors in their poten-

tial, instead of Schrödinger equation which its potential is in the scalar form

only [31]. Second, the action of Darboux transform is applied on the Dirac equa-

tion, corresponds to the physical system being perturbed so that the potential

and the state of the system becomes controllable.
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2.3 Rabi model under BBGS-Darboux transformation

In our evaluation of BBGS-Darboux transformations in the context of Rabi

model, results are substituted into the modified Rabi frequency to obtain the

dynamics of Rabi oscillation. The evaluation of BBGS-Darboux transformations

in Rabi model involves three Pauli matrices : {σ1, σ2, σ3}. The outcomes of this

evaluation are : first , the perturbation terms, i.e., the coefficients αi(t) and βi(t)

which are required to obtain the transformations operator, B; second, the new

Dirac potential of field, |Vi[1](t)|. We further find that Homotopy Perturbation

Method (HPM) [81] is necessary when solving the coupled-nonlinear Riccatti dif-

ferential equations problem for D(σ1)[N = 1].

2.3.1 Rabi model in one-dimensional Dirac equation

The first procedure, i.e., the change of representation from Schrödinger equation

to Dirac equation, is given in this Subsection. Rewriting Schrödinger equation

into one-dimensional stationary Dirac equation of Rabi model

ĥΨ = ε0Ψ, (2.5)

where ĥ = (i!σz
d
dt

+V ), V = −!Ω(σ+b(t) − σ−b†(t)) and ε0 is !ω0
2 . We also use

the following assumption b(t) = b0e−iωt and

bi[1](t) = 2βi(t)− b(t). (2.6)

Because b0 is a constant and real, i.e., b†0 = b0.

The Dirac potential1 in Eq. (2.5) can be easily changed into

V (t) = i!Ωb0(σxsin(ωt)− σycos(ωt)),

meaning that the potential is in a vector form using Pauli matrices as orthogonal

basis.

Although the idea of representing the physical system with an one-dimensional

Dirac equation may be better than Schrödinger equation: the atomic excitation

term in the Hamiltonian vanishes in the new representation. This means a new

representation may be valuable to explain the phenomenon in which coupling is

much stronger than atomic excitation observed in Ref. [82].

1The time unit of Dirac potential is 1

ω
.
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2.3 Rabi model under BBGS-Darboux transformation

2.3.2 The action of BBGS-Darboux transformation on Rabi

model in one-dimensional Dirac equation

Next topic is an action of Darboux transformation on the new representation.

Below, the procedure is elucidated in depth.

The one fold BBGS-Darboux transformations can be changed as

V (t) =
2

∑

j=1

σjfj = σ1f1(t) + σ2f2(t)

= −!Ω(σ+b(t)− σ−b†(t))

= i!Ωb0(σxsin(ωt)− σycos(ωt))

→ Vi[t] =
2

∑

j=1

σ′jf
′
j = σ

′
1f

′
1(t) + σ

′
2f

′
2(t)

= −!Ω(σ+bi[1](t)− σ−b†i [1](t))

= −i!Ω(σy(2βi(t)− b0cos(ωt)) + σx(b0sin(ωt))).

It is clear that the transformations change the initial electromagnetic field

in the y-direction on the Bloch sphere to the magnitude 2βi(t). Due to the

transformations, the potential magnitude changes as

|V (t)| = (!Ω|b0|) →

|Vi[1](t)| = 4|βi(t)|− 4βi(t)b0 cos(ωt) + |b0|. (2.7)

One can find in the similar manner that for Jaynes-Cummings model, the

Dirac potential is V (t) = −!((Ω
√
n+ 1)σ0+(ωn)σz) and its magnitude is |V (t)| =

!Ω
√

(n + 1)− (nω
Ω)

2. 1

From intertwining operation L̂ĥ = ĥ1L̂, one can obtain the following equation:

iσzḂ + !Ω(σ+bi[1](t) + σ
−b†i [1](t)))B − !Ω(Bσ+b(t) +

Bσ−b†(t)))− !Ω(σ+ḃ(t) + σ−ḃ†(t))) = 0. (2.8)

1The remarkable feature under this representation is that the border between quantum and

classical is simply |b0| =
√

(n+ 1)− (nω

Ω
)2. This term comes from the condition of the atom-

field interaction energy in semi-classical is equal to the energies of field and also the atom-field

interaction in quantum. In Ref. [83], it is assumed that the atom-field interaction energy in

semi-classical is equal to the atomic transition and field energies in quantum on resonance to

obtain the term |b0| =
√

n+ 1

2
.
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2.3 Rabi model under BBGS-Darboux transformation

This is the master equation for the following Subsections.

2.3.2.1 D(σ1)

First, we consider D(σ1) to determine α1(t), β1(t), and |V1[1](t)|. By substitut-

ing B = α1(t) + i(b(t) − β1(t))σ1 into Eq. (2.8), the coupled nonlinear Riccati

differential equations are produced as following

α̇1(t)

2!Ω
− β2

1(t) + β1(t)(e
iωt + b0e

−iωt) + b0 = 0, (2.9a)

−β̇1(t) + iωb0e
−iωt(!Ω− 1) + 2α1(t)!Ω

×(β1(t)− cos(ωt)) = 0, (2.9b)

which are subject to the following initial conditions β1(0) = (β1)0 = b0 and

α1(0) = (α1)0 = iωb0(1−!Ω)
2!Ω(b0−1) . In order to obtain the exact solution of these equa-

tions, we follow the method of employing the Homotopy Perturbation Method

(HPM) [81].

HPM is considered as a promising tool to solve exactly coupled nonlinear equa-

tions since the method successfully reconciles the homotopy theory in conjunction

with perturbation theory [84]. Prior to their amalgamation, it was generally dif-

ficult to obtain exact solutions of coupled nonlinear equations using separately

homotopy theory or perturbation theory. Most perturbation methods face prob-

lems with parameters: the methods admit the existence of small parameters,

despite the fact that there is no small parameter in frequent nonlinear problems.

Most homotopy methods fail in defining the deformation of coupled nonlinear

differential equations into simpler equations due to their complexities.

As pointed out by Sweilam et al., the modified HPM is an effort to over-

come some drawbacks in conventional HPM. In conventional HPM, the solution

is truncated in a series that often coincides with the Taylor series. The problems

arise since the series has a very slow convergent rate. A new idea in the modified

method involves Padè approximant to enlarge the domain of convergence of the

solution.

To do so, the truncated solution in Taylor series as found in conventional

HPM is transformed by Laplace transformation, finding the Padé approximant,
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2.3 Rabi model under BBGS-Darboux transformation

and taking the inverse Laplace transform to obtain a more accurate solution of

the problem. We try to apply similar procedures in order to obtain the exact

solutions of Eq. (2.9). The complete algorithms are given in Appendix (A).

Starting from solving the system with Eq. (2.9) by using conventional HPM,

one can find that the linear equations in terms of p, which is an embedding

parameter, of these two equations are

p0 :
(α̇1)0[t]

2Ω!
= 0, (2.10a)

−(β̇1)0[t] = 0, (2.10b)

p1 :
(α̇1)1[t]

2Ω!
= b0 + (β1)0[t]

×(eitω + e−itωb0) + ((β1)0[t])
2, (2.11a)

(β̇1)1[t] = ie−iωtω(Ω!− 1)b0

+2(α1)0[t]!Ω((β1)0[t]− cos[ωt]), (2.11b)

p2 :
(α̇1)2[t]

2Ω!
= (eiωt + e−iωtb0)(β1)1[t]

+2(β1)0[t](β1)1[t], (2.12a)

(β̇1)2[t] = 2Ω!(α1)1[t]((β1)0[t]− cos[ωt])

+2Ω!(α1)0[t](β1)1[t]. (2.12b)

Furthermore, the series of solutions obtained by using the N -th order pertur-

bation of HPM can be truncated as following

α1(t) "
N
∑

i=0

(α1)i(t) =
iωb0(1− !Ω)

2!Ω(b0 − 1)
− 2!Ω(b20 − b0)(t+ i

(1 − eiωt)

ω
) +

O(t2), (2.13a)
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2.3 Rabi model under BBGS-Darboux transformation

β1(t) "
N
∑

i=0

(β1)i(t) = b0 + (!Ω− 1)((1− e−iωt) +
iωb0

(b0 − 1)
(
sin(ωt)

ω
− b0t)) +

O(t2). (2.13b)

Then, the procedures involving Laplace transforms lead to L [α1(t)] = α̂1(s) and

L [β1(t)] = β̂1(s) in which s is replaced by 1
t
. The definition of Laplace transform

L [α1(t)] = α̂1(s) can be found in the Appendix (A). These procedures yield

α1(t) "
N
∑

i=0

(α1)i(t) =
iωb0(1− !Ω)

2!Ω(b0 − 1)
t− 2!Ω(b20 − b0)t

2(1 + i
iω

(1− ωt)
) +

O(t3), (2.14a)

β1(t) "
N
∑

i=0

(β1)i(t) = b0t + (!Ω− 1)t2(
ω

1 + ωt
+

iωb0
(b0 − 1)

(
1

1 + ω2t2
− b0t

2)) +

O(t3). (2.14b)

Padé approximant,

[

M
N

]

{α(t), β(t)}
(t) with {M, N} > 0 and M+N< 6, is ap-

plied on Eqs. (2.14) to enlarge the convergence of these solutions followed by

replacing the 1
t

by s. The last step is obtaining the inverse Laplace transforms,

L [{α̂1(s), β̂1(s)}] = {α1(t), β1(t)}, to obtain the true solutions as following

α1(t) ≈
1

12
(b0 − b20)!Ω(3iω(4itω + t2ω2 − 2)(!Ω− 1) +

4!Ω2(b0 − 1)2t(9itω + t2ω2 − 12)) + O(t3), (2.15)

β1(t) ≈
2i(2b0−1)(!Ω−1)

ω
− i(3b0−2)e−iωt(!Ω−1)

ω
− ib0eiωt(!Ω−1)

ω
− ib20t

2ω(!Ω− 1)

2(b0 − 1)
+

2(b0 − 1)t(b0 + !Ω− 1)

2(b0 − 1)
+ O(t3). (2.16)

The Dirac potential of this transformation can be obtained by substituting Eq.

(2.16) into Eq. (2.7). The plots of Rabi oscillations and potential versus time of

this transformation are shown in Fig. (2.10).

For the following Subsections, we find that the differential equations are easier

and similar.
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2.3 Rabi model under BBGS-Darboux transformation

2.3.2.2 D(σ3)

Second, we evaluate D(σ3) to obtain α3(t), β3(t), and |V3[1](t)|. By replacing

B = α3(t) + i(b(t)− β3(t))σ3 into Eq. (2.8), it yields

β̇3(t) + iα̇3(t) + iωb0e
−iωt = 0, (2.17a)

2!Ω(α3(t)(β3(t)− b0cos(ωt))− ib0β3(t)(cos(ωt) + e−iωt)

+i(β3(t))
2 +

ib0
2
(b0(1 + e−i2ωt) + b0ω(sin(ωt) + cos(ωt)))

= 0 (2.17b)

2.3.2.3 D(σ2)

Third, we examine D(σ2) and determine α2(t), β2(t), and |V2[1](t)|. By changing

B = α2(t) + i(b(t)− β2(t))σ2 into Eq. (2.8) results in

2!Ω((β2(t))
2 − β2(t)b0e−iωt) + iα̇2(t)

−(iωb0e
−iωt + β̇2(t)) = 0, (2.18a)

−!Ωb0(iω)(sin(ωt) + cos(ωt))

+!Ωα2(t)(2β2(t)− b0e
iωt)− !Ωα2(t)b0e

−iωt = 0. (2.18b)

Eqs. (2.17) and (2.18) are ordinary differential equations that are solvable.

However, one needs theorem as given in Appendix (C) to simplify the solutions.

From Eqs. (2.17) and (2.18), α(t)({2,3}) and β(t)({2,3}) for D({σ2, σ3})[N = 1] can
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2.3 Rabi model under BBGS-Darboux transformation

be obtained.

For α2(t), one can find

α(t) = 3 b0 − cos(2 ω t) − b0 sin(2 ω t) + 1/2
√

2

√

√

(1 − 6 b0 + 9 b0
2 + (2 + 6 b0) cos(2 ω t)

+(1 − b0
2) cos(4 ω t) − (6 b0

2 + 2 b0) sin(2 ω t) + 2 b0 sin(4 ω t))2 + ((6 b0
2 + 2 b0) cos(2 ω t) + (2 + 6 b0) sin(2 ω t)

−2 b0 cos(4 ω t) + (1 − b0
2) sin(4 ω t))2 + 1 − 6 b0 + 9 b0

2 + (2 + 6 b0) cos(2 ω t) + (1 − b0
2) cos(4 ω t)

−(6 b0
2 + 2 b0) sin(2 ω t) + 2 b0 sin(4 ω t) + i

(

(6 b0
2 + 2 b0) cos(2 ω t) + (2 + 6 b0) sin(2 ω t) − 2 b0 cos(4 ω t)

+(1 − b0
2) sin(4 ω t) + 1/2

√

2

√

√

(1 − 6 b0 + 9 b0
2 + (2 + 6 b0) cos(2 ω t) + (1 − b0

2) cos(4 ω t) − (6 b0
2 + 2 b0) sin(2 ω t)

+2 b0 sin(4 ω t))2 + ((6 b0
2 + 2 b0) cos(2 ω t) + (2 + 6 b0) sin(2 ω t) − 2 b0 cos(4 ω t) + (1 − b0

2) sin(4 ω t))2

−1 + 6 b0 − 9 b0
2
− (2 + 6 b0) cos(2 ω t) − (1 − b0

2) cos(4 ω t) + (6 b0
2 + 2 b0) sin(2 ω t) − 2 b0 sin(4 ω t)

)

and for α3(t) holds

α(t) = 3 b0 − cos(2 ω t) − b0 sin(2 ω t) + 1/2
√

2

√

√

(1 − 6 b0 + 9 b0
2 + (2 + 6 b0) cos(2 ω t) + (1 − b0

2) cos(4 ω t) − (6 b0
2

+2 b0) sin(2 ω t) + 2 b0 sin(4 ω t))2 + ((6 b0
2 + 2 b0) cos(2 ω t) + (2 + 6 b0) sin(2 ω t) − 2 b0 cos(4 ω t) + (1 − b0

2) sin(4 ω t))2

+1 − 6 b0 + 9 b0
2 + (2 + 6 b0) cos(2 ω t) + (1 − b0

2) cos(4 ω t) − (6 b0
2 + 2 b0) sin(2 ω t) + 2 b0 sin(4 ω t)

+i
(

(6 b0
2 + 2 b0) cos(2 ω t) + (2 + 6 b0) sin(2 ω t) − 2 b0 cos(4 ω t) + (1 − b0

2) sin(4 ω t)

−1/2
√

2

√

√

(1 − 6 b0 + 9 b0
2 + (2 + 6 b0) cos(2 ω t) + (1 − b0

2) cos(4 ω t) − (6 b0
2 + 2 b0) sin(2 ω t) + 2 b0 sin(4 ω t))2

+((6 b0
2 + 2 b0) cos(2 ω t) + (2 + 6 b0) sin(2 ω t) − 2 b0 cos(4 ω t) + (1 − b0

2) sin(4 ω t))2

−1 + 6 b0 − 9 b0
2
− (2 + 6 b0) cos(2 ω t) − (1 − b0

2) cos(4 ω t) + (6 b0
2 + 2 b0) sin(2 ω t) − 2 b0 sin(4 ω t)

)

The term of β(2,3) can be obtained by the substitution of α(2,3) into Eqs. (2.18)

and (2.17), respectively. The potentials can be obtained by substituting those

parameters into Eq. (2.7). The plots of the Rabi oscillations and the potentials

versus time are given in Figs. (2.9) and (2.6), respectively.
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2.4 Correlations of the one-dimensional stationary Dirac field
potential and the Rabi oscillations

2.4 Correlations of the one-dimensional station-

ary Dirac field potential and the Rabi oscilla-

tions

The calculations in previous Section resulted in βi(t) which were useful to obtain

the transformations from b†b → b†i [1]bi[1] as defined by Eq. (2.6). The evolution

of these new classical fields are illustrated in Fig. (2.3). Furthermore, these new

classical fields, {b†1[1]b1[1], b
†
2[1]b2[1], b

†
3[1]b3[1]}, are substituted into the modified

Rabi frequency1 as expressed by Eq. (2.3). Consequently, it influences the modi-

fied atomic inversion in Eq. (2.4). The illustration of these schemes can be found

in Fig. (C.5) in the Appendix (C).

Initially, the atom-field system has the potential, V (t), whose magnitude is

(!Ω)|b0| in the semiclassical Rabi model and !((Ω
√
n+ 1)σ0 + (ωn)σz) for the

Jaynes-Cummings model. Then, it is transformed into several types of new

potentials. The results can be divided into two parts : first , the transforma-

tion by D(σ1) results in the parabolic potential; second, the transformations by

D({σ2, σ3}) yield the harmonic oscillator potentials. We provide in the Ap-

pendix (C) the detailed of computational methods for producing the graphs in

this Section.

2.4.1 The parabolic potential

The choice of σ1 corresponds to circumventing the atomic population into the

equilibrium condition.

As can be seen in Fig. (2.4(a)), the absence of Dirac potential causes the

atom to occupy the ground state: during the potential is turned off (t < 10) the

oscillations stay negative meaning that initially the atoms occupy ground state,

|g〉|n〉.
1It is assumed in this work that the modified Rabi frequency (Ωm

n̄
) can be achieved to the

electromagnetic field frequency (ω) due to the presence of classical electromagnetic field, or

Ωm

n̄
= ω. If the physical system requires the detuning field frequency in GHz, it means the time

units for atomic inversion and Dirac potential are in ns.
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(a) (b)

(c)

Figure 2.3: The evolution of classical electromagnetic field intensity of (a). |b1[1]|,
(b). |b2[1]|, and (c). |b3[1]|, from initial value of |b| is 1.
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2.4 Correlations of the one-dimensional stationary Dirac field
potential and the Rabi oscillations

(a)

(b)

Figure 2.4: The time evolution of the population of two states (a) and the time

evolution of Dirac potential (b) in cavity quantum electrodynamics of D(σ1) for

t = 100.

Next is a situation where the potential is turned on after t = 10. It causes

that the atomic population in the ground state is gradually vanished and coher-

ently sharing of the atomic populations between the excited- and ground-states

emerges. Under this circumstance, the Rabi oscillations are collapsed and damped
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potential and the Rabi oscillations

(a)

(b) The expansion of Fig. (2.5(a)).

Figure 2.5: The time evolution of the population of two states (a) for t is from

0 to 10 and for t is from 0 to 2 (b) in cavity quantum electrodynamics of D(σ1).

These figures are simulated for 6000 data points.
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out to a monotonous line.

This phenomenon is similar to the previous results in Ref. [85] and Ref. [86]:

driven by the classical field; the population is shared coherently between the

states |g, 0〉 and |l, 1〉, where |l, 1〉 = (|e,0〉+|g,1〉)
2 . However, they cannot show the

appearance of several oscillations in ground state before the monotonous line.

Fig. (2.4(a)) shows that the Rabi oscillation is ∼ e−kt

t
. This oscillation can

be generated if the Dirac potential is parabolic as shown in Fig. (2.4(b)).

The results may be important for the future of quantum information. The

choice of σ1 causes the coherent sharing between the excited- and ground-states.

It means that in the case of interaction with classical field being much greater

than atomic excitation in cavity quantum electrodynamics, the parabolic Dirac

potential can change the qubit basis from σz-eigenbasis into σx-eigenbasis.
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2.4.2 The harmonic oscillator potentials

Fig. (2.6(a)) shows that D(σ3) generates the sequences of peaks in negative

regime. This means that the population is driven into the ground state. The

sequences of peaks in Rabi oscillations can be created by adjusting fast oscillations

of the Dirac potential in the positive regime as shown in Fig. (2.6(b)). Under this

scheme, the sharpness of peaks in atomic inversion is directly proportional to the

oscillations of Dirac potential. For instance, when t ∼ 2000, the extremely sharp

peaks are produced if the fast oscillations of Dirac potential occur. Contrarily,

when t ∼ 6000, peaks becomes unsharp because oscillations of Dirac potential

are smooth and slow.

The emergence of these peaks in Rabi oscillations and the correlations with

the Dirac potentials may be relevant in the case of circuit quantum electrody-

namics consisting of two superconducting qubits coupled to an on-chip coplanar

waveguide (CPW) that explore the power dependence of the heterodyne trans-

mission as shown in Ref. [87]. Bishop et al. showed that the emergences of peaks

identified as a multiphoton-transmon qubit transition from the ground state to

an excited Jaynes-Cummings state occured due to the large driving of heterodyne

transmission. In contrast with our results, the transition begins to saturate as

the power increases.

Furthermore, the choice of (σ2) produces Rabi oscillations which are propor-

tional to the oscillations of Dirac potential.

It is shown in Fig. (2.9(a)) that initially the atom is in the excited state. The

atomic population is gradually driven into the ground state along with the oscil-

lations of potential. Due to the presence of the oscillations of Dirac potential as

illustrated in Fig. (2.9(b)), the atomic inversion has the sequences of oscillations

and collapses which is like quantum Rabi oscillations.

Therefore, it is possible to ensure the coherency of the qubits by tuning the

Dirac potential in the oscillations form as shown in Fig. (2.9(b)).

As a conclusion, the following Figures (Fig. (2.11(a)) and Fig. (2.11(b))) give

an illustration how the Darboux transformations change the amplitude and the

periodicities of the initial quantum Rabi oscillations.
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(a)

(b)

Figure 2.6: The time evolution of the population of two states (a) and the time

evolution of Dirac potential (b) in cavity quantum electrodynamics of D(σ3) for

t = 105.

51

Chapter1/Chapter1Figs/EPS/3a.eps
Chapter1/Chapter1Figs/EPS/3b.eps


2.4 Correlations of the one-dimensional stationary Dirac field
potential and the Rabi oscillations

(a)

(b)

Figure 2.7: The time evolution of the population of two states (a) and the time

evolution of Dirac potential (b) in cavity quantum electrodynamics of D(σ3) for

t is from 0 to 100. These figures are simulated for 6000 data points.
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2.4 Correlations of the one-dimensional stationary Dirac field
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(a) The expansion of Fig. (2.7(a)).

(b) The expansion of Fig. (2.7(b)).

Figure 2.8: The time evolution of the population of two states (a) and the time

evolution of Dirac potential (b) in cavity quantum electrodynamics of D(σ3) for

t is from 0 to 1. These figures are simulated for 6000 data points.
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(a)

(b)

Figure 2.9: The time evolution of the population of two states (a) and the time

evolution of Dirac potential (b)) in cavity quantum electrodynamics of D(σ2) for

t is from 0 to 100. These figures are simulated for 6000 data points.
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(a) The expansion of Fig. (2.9(a)).

(b) The expansion of Fig. (2.9(b)).

Figure 2.10: The time evolution of the population of two states (a) and the time

evolution of Dirac potential (b) in cavity quantum electrodynamics of D(σ2) for

t is from 0 to 10. These figures are simulated for 6000 data points.
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(a)

(b) The extension of Fig. (2.11(a)).

Figure 2.11: The comparison between the quantum Rabi oscillations and the

changes due to the Darboux transformations.

56

Chapter1/Chapter1Figs/EPS/0to1.eps
Chapter1/Chapter1Figs/EPS/0to100.eps
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2.5 The trade-off between quantum and classical

light

The analyses in the previous sections are based on a certain number of |bi[1]|
(classical part) and n (quantum part) of light. However, these approaches cannot

give a general picture of the influence of quantum and classical light predomi-

nances to the atomic inversion evolution. Therefore, in this section, the trade-off

between quantum and classical light and their influence into the atomic inversion

is discussed. By the use of this scheme, the nature behavior of atomic inversion

due to the determinacy of classical and quantum light can be seen clearly.

In the case of D(σ1), the presence of pure classical light and the absence of

quantum light causes the atomic inversion in pure monotonous line. The Fig

(2.12(a)) shows the extreme condition of predominance of classical light in cavity

causing the coherent share of excited and ground states. If the predominance

of quantum light is increased, the oscillation near the ground state will occur.

Figs. (2.12(b)), (2.12(c)), and (2.12(d)) show that the number of oscillations

are increased due to the increase of quantum light inside the cavity. The strong

oscillations in the ground state can be generated if the light is predominantly

quantum. Fig. (2.12(e)) shows the case of the light being purely quantum. In

the last case, as shown in Fig. (2.12(f)), the number of classical and quantum

lights are balanced and very strong, i.e, it is chosen that the value of |b1[1]| and

n is 1000. The result is that there are several oscillations near the ground state

before the monotonous line in the atomic inversion.

Our simulations show that the unexpected results are found in the case of

D(σ2). Fig. (2.13(a)) shows quantum Rabi oscillations when light is predomi-

nantly quantum. If the classical predominance is increased, as illustrated in Figs.

(2.13(b)), (2.13(c)), and (2.13(d)), the quantum Rabi oscillations are changed

into the other type of oscillations in which there are several extreme peaks that

appears regularly. Due to the quantum light predominance, the atoms occupy

near the excited state. By increasing the classical light predominance, the atomic

population is driven into the ground state; it can be seen in Fig. (2.13(e)) that

the atoms occupy the ground state due to the presence of classical light and the

absence of quantum light. If the predominance of quantum and classical light is
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2.5 The trade-off between quantum and classical light

(a) (b)

(c) (d)

(e) (f)

Figure 2.12: (a). |b1| = 1000, n = 0, (b). |b1| = 10, n = 1; (c). |b1| = 0, n = 1;

(d). |b1| = 10, n = 100; (e). |b1| = 0, n = 1000; (f). |b1| = 1000, n = 1000.

58

Chapter1/Chapter1Figs/EPS/pg1.eps
Chapter1/Chapter1Figs/EPS/pg2.eps
Chapter1/Chapter1Figs/EPS/pg3.eps
Chapter1/Chapter1Figs/EPS/pg4.eps
Chapter1/Chapter1Figs/EPS/pg5.eps
Chapter1/Chapter1Figs/EPS/pg6.eps
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balanced, as shown in Fig. (2.13(f)), it is found that atomic population is in the

excited state.

In the situation of D(σ3), it is found that the full predominance of quantum

light, as shown in Fig. (2.14(a)), i.e, for |b3[1]|=0 and n = 1000, causes the atoms

to occupy the ground state. Figs. (2.14(a)) and (2.14(b)) show that in this

circumstance that the atoms oscillate like quantum Rabi oscillations, but near

the ground state only. Figs. (2.14(c)), (2.14(d)), and (2.14(e)) show the change

of the Rabi oscillations due to the decrease of quantum light predominance and

the increase of classical light predominance. The disappearance of oscillations in

the atomic inversion is due to the increase of the classical light predominance.

The existence of quantum light in the cavity keeps the coherent sharing between

excited- and ground states; if the light is fully classical, as shown in Fig. (2.14(f)),

the atoms occupy the ground state without any oscillations.

This section enriches the previous results that controlling the time evolution

of atomic inversion not only can be realized by the choose of the intertwining

operator input in Eq. (2.2), which is a Pauli matrix, but also by the combi-

nation between the input and the predominance of quantum and classical light.

The predominance of quantum light causes the appearance of oscillations while

the classical light predominance is related to the monotonous line in the Rabi

oscillations.
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(a) (b)

(c) (d)

(e) (f)

Figure 2.13: (a). |b2| = 0, n = 1000; (b). |b2| = 0, n = 10; (c). |b2| = 10,

n = 1000; (d). |b2| = 1000, n = 10; (e). |b2| = 1000, n = 0; (f). |b2| = 1000,

n = 1000.
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2.5 The trade-off between quantum and classical light

(a) (b) The expansion of Fig. (2.14(a)).

(c) (d)

(e) (f)

Figure 2.14: (a) and (b). |b3| = 0, n = 1000; (c). |b3| = 10, n = 1000; (d).

|b3| = 1000, n = 10; (e). |b3| = 500, n = 500; (f). |b3| = 0, n = 1000.
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2.6 Physical implementation

2.6 Physical implementation

The proposed method suggests that the scheme is working under the apparatus in

which the electromagnetic fields concurrently behave quantumly and classically.

The one of possibilities to perform this is by involving the extra device in the cav-

ity that generates the field behaving classically. Another possibility is involving

an instrument performing external forces behaving as artificial classical field.

In the recent research of photons in cavities, the state can be excited by photon

transmission followed by the photon blockade of an optical cavity resulting in

trapping one ion in the regime of strong atom-cavity coupling [65]. A single atomic

path is also controllable by the feedback of photon-by-photon [88]. However, it is

not clear how photon, the quantum of the electromagnetic field, contributes to

control the excitation and decay of the atomic population.

The next constraint is the classical field ∼
√
b†b contribution to the modified

Rabi oscillations. An experiment of classical field driving the atomic population in

cavity may be related to the experimental effort to realize the Keldysh picture [89].

Recent explorations demonstrate that controlling the electronic motion is enabled

in ultrafast laser sources in the mid-infrared region [90].
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2.7 Limitation and future works

1. Qubit phase. This work shows how to manipulate the amplitude of a

qubit so that it can be used for quantum information processing. However,

the technique of how to control the qubit phase on Bloch sphere is still

unclear under this scheme. This aspect needs to be explored.

2. The border between classical and quantum regimes based on the

number of photons is not clear. It is assumed in this work that the

number of quantum and classical light is independent. The future works

shall consider the condition distinguishing the quantum and classical lights.

3. Energy of classical and quantum light is undistinguishable. The

energy of quantum and classical light is assumed to be in the same level.

However, there should be a difference between them since the there are

photon whose the energy is absorbed by the atoms for the case of quantum

light.
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Chapter 3

Circuit design for a

measurement-based quantum

carry-lookahead adder

3.1 Introduction

Measurement-based quantum computation (MBQC) is a new paradigm for im-

plementing quantum algorithms using a quantum cluster state [12,21,36,91]. A clus-

ter state is a highly entangled state of qubits which can serve as the resource

for universal quantum computation. By subsequent single-qubit measurements,

quantum gates are effected on the logical qubits encoded in the cluster state.

Quantum information propagation in a cluster is driven by the pattern of mea-

surement bases, regardless of the measurement outcomes. MBQC is attractive

because cluster states are considered to be easy to create on systems ranging from

the polarization state of photons [35] to Josephson junction qubits [92].

A cluster state can be built on a two-dimensional rectangular lattice with

Manhattan geometry, in which nodes in the interior of the plane have four neigh-

bors, north, east, south, and west. Some of the qubits in the cluster state are

data qubits, while the rest are created in a generic entangled state. Employ-

ing quantum correlations for quantum computation, quantum gates on the data

qubits can be executed by measuring lattice qubits in a particular basis. All gates

in the Clifford group, including CNOT, can be performed in one time step via
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3.1 Introduction

a large number of concurrent measurements. Remarkably, because both wires

and SWAP gates are in the Clifford group, MBQC supports long-distance gates

in a single time step even when the cluster state is built on a physical system

permitting only nearest-neighbor interactions. 1

The Toffoli Phase gate, which is not in the Clifford group, can be executed

in two time steps, where the measurement basis for the second step is selected

depending on previous measurement outcomes. This adaptive process, which

must be cascaded through most interesting quantum circuits, determines the

overall performance of many algorithms.

Thus, a cluster state can be used to execute arbitrary quantum algorithms.

MBQC algorithms are often created by mapping known quantum circuits onto

the cluster state. The challenge is to find application algorithms that match the

strengths of MBQC. Here, we choose to address the problem of integer addition.

Addition is a critical subroutine for algorithms such as Shor’s algorithm for

factoring large numbers [93–96]. Addition can be executed in many ways, with its

performance being primarily dependent on carry propagation, which is normally

limited by the physical architecture [97,98]. The simplest method is ripple-carry

addition, which has depth of Θ(n) [94,95,99,100] to add two n-bit numbers. In a

ripple-carry adder, carry information is propagated from the low-order qubits to

the high order qubits one step at a time.

The goal of our work is to reduce the execution time of addition on MBQC.

Raussendorf et al. successfully mapped the VBE ripple-carry adder to MBQC

bending the circuit layout to reduce the spatial resources [21,94]. However, a ripple-

carry adder does not take good advantage of the strengths of MBQC. By unifying

the quantum carry-lookahead adder (QCLA) [101] with MBQC, we have designed

a much faster circuit for large n. In this chapter, we present our design for the

MBQCLA and evaluate the design in terms of its execution speed and resource

requirements. The depth and spatial optimizations are also discussed. Several

results which are analytically shown are the physical resources formulation of the

1In this chapter, we focus on the quantum rather than classical aspects of the system; a

Pauli frame correction based on measurement results may be necessary and will be limited by

classical signal propagation time. Thus, single time step wires depend on the assumption that

classical signal propagation is fast compared to quantum measurements and gates.
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circuits and the circuit models and designs, while the resources comparison and

the size of the circuits for n-qubits are numerically derived.

The chapter is organized as follows: the basic notion of quantum carry-

lookahead adder are given in Section (3.2). Section (3.3) contains the imple-

mentation of MBQC form for QCLA circuits. Here, the out-of-place, in-place,

and the optimized version of in-place circuits are discussed to obtain their per-

formances and requirements. Subsection (1.3.1) gives a detailed exposition of a

NOT gate in cluster state and the graphical notation used in this chapter, which

was created by Raussendorf, Browne, and Briegel [21]. Subsection (3.2.2) contains

the procedures to implement the out-of-place and in-place QCLAs in abstract

quantum circuit form. Subsection (3.3.3) provides the requirements and perfor-

mance for MBQCLA circuits. The limitations and future works are provided in

Section (3.4).

3.2 Background

Our proposed circuits build on two concepts: (a) measurement-based quantum

computation (as explained in Subsection (1.3.1)), and (b) the quantum carry-

lookahead adder. In this Section, we will present a short review of quantum

carry-lookahead adder.

3.2.1 Quantum carry-lookahead adder

The Quantum Carry-Lookahead Adder (QCLA) was designed by Draper et al.
[101] The quantum carry-lookahead adder is potentially more efficient than a quan-

tum ripple-carry adder since its depth is Θ(log (n)). A carry-lookahead adder

uses three phases, the “Generate” (G), “Propagate” (P), and “Kill” (K) networks,

each of which progressively doubles the length of its span in each time step, to

calculate the complete “Carry” values (C). In practice, the networks are some-

what redundant, and Draper et al. defined their circuit using only the P and G

networks to calculate the final carry C. The out-of-place form of the QCLA per-

forms the unitary transformation |a, b, 0 〉 −→ |a, b, a + b〉, and the in-place form

calculates |a, b〉 −→ |a, a + b〉 where |a〉 , |b〉 and |a + b〉 are n-qubit registers,

and we number the low-order qubit 0 and the the high-order qubit n-1.
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The carry-lookahead adder starts with an initial addition round, consisting of

a half adder for each qubit in the logical register. Starting from the basic idea

of the carry-lookahead adder originally designed for classical binary logic [102], the

carry is propagated from bit to bit i→j→k, where i≤j≤k, so carry equations or

majority blocks are represented by:

cj = g[i , j ]⊕ p[i , j ] ∧ ci (3.1)

ck = g[j , k ]⊕ p[j , k ] ∧ cj (3.2)

By straightforward substitution of these equations, we have the equation:

ck = g[j , k ]⊕ p[j , k ] ∧ (g [i , j ]⊕ p[i , j ] ∧ ci) (3.3)

or

ck = g[j , k ]⊕ p[j , k ] ∧ g [i , j ]⊕ p[i , j ] ∧ p[j , k ] ∧ ci . (3.4)

Substituting ck=g[i , k ]⊕ p[i , k ]∧ ci into Eq.(3.4) gives:

g[i , k ] = g [j , k ]⊕ p[j , k ] ∧ g [i , j ]. (3.5)

A circuit that performs this computation in a lookahead adder is called the Gen-

erate network. Similarly, a circuit that implements the equations

p[i, k] = p[i, j] ∧ p[j, k] (3.6)

for any i<j<k is called the Propagate network. The implementation of these

networks in reversible computation is realized by the following steps where n is

logical qubits, t is the round number and m is the index of qubits in the register:

1. P -rounds. For t=1 to 5log n6 - 1: for 1≤m<5n/2t6. Then the connection be-

tween the steps in this round is expressed by: Pt[m]⊕=Pt−1[2m]Pt−1[2m+1].

2. G-rounds. For t=1 to 5log n6: for 0≤m<5n/2t6. The relation between the

steps in the round is: G[2tm+2t]⊕=G[2tm+2t−1]Pt−1[2m+1].

3. C-rounds. For t=5log 2n/36 down to 1: for 1≤m<5(n-2t−1)/2t6. The con-

nection between the steps in the round is represented by: G[2tm+2t−1]⊕=

G[2tm]Pt−1[2m].

These networks will be applied to out-of-place and in-place QCLA circuits.

Those circuits are explained in more detail in below.
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3.2.2 Out-of-place and in-place procedures for abstract quan-

tum carry-lookahead adder

Here we summarize the QCLA circuits as proposed by Draper et al. [101]. The

circuit for out-of-place addition has the form:

1. For 0≤i<n, Z[i+1]⊕=A[i]B[i] setting Z[i+1]=g[i, i+1].

2. For 0≤i<n, B[i]⊕=A[i] setting B[i]=p[i, i+1] for i>0 needed to run out-

of-place addition circuit.

3. Run the circuit of the P,G, and C networks. Upon completion, Z[i]=ci for

≥1.

4. For 1≤i<n, Z[i]⊕=B[i]. Now for i>0, Z[i]=ai⊕bi⊕ci=si. For i=0, Z[i]=bi.

5. Set Z[0]⊕=A[i]. For 1≤i<n, B[i]⊕=A[i]. This fixes Z[0], and resets B to

initial value.

The addition circuit for in-place operation has form:

1. For 0≤i<n, Z[i+1]⊕=A[i]B[i] setting Z[i+1]=g[i, i+1].

2. For 0≤i<n, B[i]⊕=A[i] setting B[i]=p[i, i+1] for i>0 and B[i]=s0.

3. Run the circuit of the P,G, and C networks. Upon completion, Z[i]=ci for

≥1.

4. For 1≤i<n, B[i]⊕=Z[i]. Now B[i]=si.

5. For 0≤i<n-1, ¬B contains s ′.

6. For 1≤i<n-1, B[i]⊕=A[i].

7. Run the P, G, and network in reverse. Upon completion, Z[i+1]=ais′i for

0≤i<n-1, and B=ai⊕s ′i for 1≤i<n.

8. For 1≤i<n-1, B[i]⊕=A[i].

9. 0≤i<n-1, Z[i+1]⊕=A[i]B[i].
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10. 0≤i<n-1, ¬B.

The resources for each quantum gates in the abstract in-place QCLA circuit is

provided in the below table:

Quantum Gate Resource

NOT 2n-2

CNOT 4n-5

TPG 10n-3w(n)-3w(n− 1)-35log(n)6-35log2(n− 1)6-7

Table 3.1: Logic gates resources in abstract in-place QCLA. CNOT is

Controlled-NOT gate and TPG is Toffoli Phase gate as described in Subsection

(1.1.2).

3.2.3 MBQC as solution for long-distance communication

in nearest-neighbor architectures

The QCLA circuit explained above is one example of a circuit design that as-

sumes communication between non-adjacent qubits is allowed. However, scalable

quantum computers may allow only nearest-neighbor interactions [34]. The depth

complexity of a circuit on a Nearest-Neighbor (NN) architecture may be larger

than non-NN architectures. Under some circumstances, MBQC gives us a trade

off between depth and space complexity [103]: one can reduce the circuit depth by

adding a number of measurements, entanglements, and byproduct operations in

the quantum circuit.

The out-of-place and in-place QCLA respectively have the overall depth

5log2(n)6+5log2(n/3)6+4 and 5log2(n)6+5log2(n−1)6+5log2(n/3)6+5log2 n−1
3 6+8.

However, these abstract quantum circuits assumed unrealistic conditions: inter-

actions between non-adjacent qubits can be perfectly implemented. When appli-

cation qubits are assigned positions in a quantum computer, some qubits we wish

to interact may be widely separated; examining the circuit diagram for QCLA

shows many long-distance gates crossing over many other qubits. In a nearest-

neighbor architecture, we must swap qubits, step by step, until our desired qubits
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become neighbors. On a single line, the Θ(log2(n)) time steps for QCLA expands

to Θ(n). [98]

3.3 Quantum carry-lookahead adder for

measurement-based quantum computation

This section explains the implementation of QCLA for MBQC. The performance

and requirements for both out-of-place and in-place MBQCLA circuits schemes

are evaluated. First we describe our metrics for evaluating circuits. The exposi-

tion of direct mapping on both schemes is given, followed by the optimization for

the in-place circuit. The optimization is done by adjusting the border between

the rounds of the circuit, then removing the unnecessary lattice sites between the

quantum gates, reducing the communication costs in the circuit. For comparison,

a graph state form of QCLA is also presented. More detailed results are presented

in Subsection (3.3.3).

3.3.1 Evaluating algorithms executed using MBQC

Logical quantum circuits can be evaluated based on the execution time, or cir-

cuit depth (usually measured in numbers of Toffoli gates), number of qubits used,

and total number of gates executed. The number of logical qubits is the num-

ber of required input qubits plus the number of ancillae required in the circuit

representation of the algorithm.

We propose the use of (a) the number of qubits in the cluster state, (b) the

number of clustering operations, (c) circuit area, and (d) circuit depth as measures

of performance and cost for algorithms executed using MBQC. The number of

cluster operations is the number of successful interactions needed. The circuit

area is the height of the cluster times its width, assuming a regular rectangular

lattice. All of these measures can be expressed in terms of problem size; in our

case, in terms of n, the length of each of the logical registers being added.

The goal of this chapter is to minimize the execution time (d), while the

other three (a-c) are measures of the cost. These costs, as shown in Fig. (3.1),

can be divided into two categories: first , computational resources , i.e., the
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number of cluster qubits required for Toffoli Phase, CNOT and NOT gates.

Second , communication resources , i.e., the number of cluster qubits required

for SWAP gates and wires. A circuit which uses no communication resources is

called an optimal circuit. As noted above, MBQC requires a measure-adapt-

measure cycle to implement non-Clifford gates. The execution time is the number

of rounds of measurement, followed by computation of the adaptive bases for the

next round.

Figure 3.1: Illustration for circuit costs for MBQCLA. On a two-dimensional

Manhattan grid, the costs contain computational and communication costs. The

resources for communication costs can be separated into two types of resources:

horizontal (wires) and vertical (SWAP gates).

In general, the optimal circuit resources can be determined by summing the

resources consumed by the various types of computational gates. Thus, it is

expressed by
∑

i ∈ Quantum Gate

XiRi (3.7)

where

• Xi = Number of quantum gates of type i

• Ri = Qubit resources for an i gate

Because the QCLA is structured in a set of rounds, each of which contains

only gates of a single type (e.g. Toffoli Phase Gate), we can discuss the cost in

those terms. The cost of a null circuit would simply be the number of logical
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qubits multiplied by the cost of a horizontal wire. In an actual circuit, we replace

some Sections of horizontal wire with logical gates, and add vertical wires with

SWAP gates as necessary to implement the logic. Thus, each round in the QCLA,

when mapped onto the cluster state, is as wide as necessary to accommodate the

necessary gate type.1

By considering the number of SWAP, Toffoli and CNOT gates in the initial

addition circuit and in P,G and C networks as shown above, we can approximate

the physical resources needed for an n-qubit out-of-place MBQCLA following this

expression:

Size ≈
∑

i

(V(n)×Bi(n)× Ti + Xi(n) (Ri − Ei × Ti)) + RSWAP × SSWAP (3.8)

where i ε {Toffoli Phase, CNOT, and NOT Gates}, V(n) = number of logical

qubits, Bi(n) = number of rounds for the gate of type i, Xi(n) = number of gates

of type i, Ti = width of the i-gate (in lattice sites), Ri = number of lattice qubits

in an i-gate, Ei = number of logical qubits in an i-gate (generally, one to three),

RSWAP is the number of lattice qubits in a cluster state SWAP gate and SSWAP =

number of SWAP gates in a QCLA circuit, which is dependent on the mapping

of the logical qubits to positions on the lattice.

In Eq. (3.8),
∑

i(V(n)×Bi × Ti) is the cost of a lattice large enough to hold

all of the circuit rounds that use type i-gates (that is horizontal communication

costs). −
∑

i Ei × Xi × Ti is an adjustment for replacing wires with logic gates.

RSWAP×SSWAP , which depends on type of rounds in QCLA circuit, is the vertical

communication in the circuit, which is entirely SWAP gates resources.

Proposed implementations of cluster state quantum computing in solid-state

technologies, which need an Ising-like Hamiltonian [40,92,104–106], operate on a fixed

2-D lattice. Hence, they require wires for communication between the rounds,

which means those proposals will use our optimized circuit. A photonic-based

quantum computer [41,42] will require no wires for communication between the

rounds, allowing the optimal circuits or graph state form to be used more or less

directly.

1Usually the width of a Toffoli gate.
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3.3.2 Out-of-place measurement-based quantum carry-

lookahead adder

Our design for a 10-bit form of the out-of-place QCLA on MBQC is shown in Fig.

(3.2). The input qubits are on the left (top in the rotated figure) and output states

are on the right. In the figures in this chapter, a pink square qubit represents

a cluster qubit measured in the σx-eigenbasis, a green qubit is for π-rotation on

σx-eigenbasis measurement, a red qubit is for σy-eigenbasis measurement and a

blue qubit is for σz-eigenbasis measurement [21], as described in Subsection (1.3.1).

The propagation pattern of one logical qubit is highlighted in yellow. Our logical

qubits are spaced with a pitch of four lattice sites to accommodate the necessary

spacing between gates. Each large box outlines one round in the P, G or C

networks. The circuit is presented in unoptimized form for clarity.

This circuit is essentially a direct mapping of the abstract out-of-place QCLA

to MBQC. The logical gates used are those described in Fig. (1.10) in Subsection

(1.3.1). As noted above, in addition to the computational resources, we must add

wires and SWAP gates. The long distance gates from the abstract out-of-place

QCLA are executed using the scheme for non-adjacent computation Fig. (1.11).

To completely characterize the circuit, we need to know how many SWAP gates

and wire segments are added to complete the circuit. The exact cost depends

on the layout of logical qubits. Below we calculate the number of SWAP gates

required assuming the data layout of Fig. (3.2).

The abstract circuit consists of addition and carry computation circuits. For

adding two n-qubit registers, the addition circuit is built from n Toffoli gates and

3n-1 CNOT gates while the carry computation machinery consists of 4n-3w(n)-

35log2(n)6-1 Toffoli gates. The number of Toffoli gates in this circuit can be

obtained by adding the number of Toffolis in the addition, P, G, and C networks.

For the out-of-place QCLA circuit, we have n-w(n)-5log2(n)6 Toffoli gates for

the P network, n-w(n) Toffoli gates for the G network and n-5log2(n)6-1 for C

network, where w(n) is the Hamming weight of the binary representation of n.

Furthermore, the number of SWAP gates, which is the vertical communication

resources, can be obtained as follows:
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Figure 3.2: Out-of-place MBQCLA. For n=10, the circuit consists of: 4 addition

blocks, 9 rounds of gates for the carry networks (2 Propagate, 3 Generate, 2

Inverse Propagate and 2 Carry networks). For explanation of the colors, see

Subsection (1.3.1).
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• The initial addition round needs

SAd = 4n− 2w(n)− 25log2(n)6 (3.9)

SWAP gates. For n=10, we need 30 SWAP gates consuming 360 lattice

qubits.

• The propagate network needs 28 SWAP gates for n=10. This number can

be obtained from the number of Toffoli gates for each round, 5n/2tp6-1
where tp is the round number in the propagate network, 1 ≤ tp ≤ 5log2(n)6-
1 .There are 4 Toffoli gates in the first P round with 16 SWAP gates and

1 Toffoli gate in the second P round with 12 SWAP gates. The vertical

communication in P networks is

SP =

log2(n)−1
∑

tp=1

2n− 2tp+1 (3.10)

• Similarly, the generate network requires 58 SWAP gates for n=10. The

number of Toffoli gates for each round is 5n+w(n)+25log2(n)6. As formu-

lated by 5n/2tg6, we have three rounds of generate networks; the first round

consists of 5 Toffoli gates with 12 SWAP gates, the second round needs 2

Toffoli gates with 20 SWAP gates and the third round requires 1 Toffoli

gate with 26 SWAP gates. The SWAP gates resources in the G network

can be approximated by

SG =
log2(n)
∑

tg=1

45log2(n)6 + 2tg+15log2(tg)6 (3.11)

where tg is the round in the G network.

• The number of Toffoli gates in the carry network is 5n−2tc−1

2tc 6. Therein, the

first Carry round has 4 Toffoli gates with 16 SWAP gates and its second

round has 22 SWAP gates. The resources of SWAP gates in the C network

is

SC =

+log2 2n
3 ,

∑

tc=1

2n− 25log2(tc)6 (3.12)

where tc is the round number in the C network.
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Following Eq. (3.8), SSWAP is the sum of Eqs. (3.9), (3.10), (3.11), and (3.12)

SSWAP = SAd + SP + SG + SC. (3.13)

For the out-of-place MBQCLA, we see that the depth is reduced to 5log2(n)6+
5log2(n/3)6+7 compared to ≈3n for the VBE ripple-carry. However, this circuit

costs more in physical resources, ≈901n+224n×5log2(n)6 compared to ≈304n for

the VBE ripple-carry. The comparison of size and depth between MBQC VBE

and MBQCLA is shown in Fig. (3.3).
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Figure 3.3: Size and depth comparison between MBQC VBE and

MBQCLA.“+”,“#”, “◦” and “!” marks are for in-place, optimized in-place, out-

of-place and MBQC VBE circuits, respectively.

3.3.3 In-place Measurement-based quantum carry-

lookahead adder

The next step is obtaining the performance and requirements of the in-place

quantum carry look-ahead adder. Following the scheme in Ref. [101], the erasure

(uncomputation) of the low-order n-1 bits of the carry string c requires additional

circuitry. The algorithm for the in-place form is more complex than out-of-place

and uses about twice as many Toffoli gates.

The subsequent procedures, as provided in Subsection (3.2.2), give in-place

MBQCLA circuit horizontal resources, as summarized in Table (3.3) (Subsection
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(3.3.3)). As shown in the previous Section, the vertical communication resources

can be estimated by counting the number of SWAP gates in the circuit. Be-

cause the in-place circuit uses more ancillae, which we interleave with the other

qubits, the number of SWAP gates for the initial round of half-adders increases

to 6n-4w(n)-45logn6-2. The other SWAP gate resources can be obtained by ex-

amining the Propagate, Generate, and Carry networks. In the in-place circuit we

need both for computing and uncomputing the carry status, meaning 8n+145log

n6+2 SWAP gates are needed for non-adjacent quantum computation. Straight-

forwardly, the physical resources for in-place circuit are

≈ 2896n+ 64n5log2(n)6. (3.14)

Also, by the use of Eqs. (3.9), (3.10), (3.11), and (3.12) for the out-of place

circuit, the vertical communication resources (SWAP gates), or SSWAP for in-

place MBQCLA circuit is

SSWAP = SAd + S′
Ad + 4SP + 2SG + 2SC (3.15)

where S′
Ad =

∑n
i=1 2(n − 1), is an additional column required to perform an in-

place circuit.

It is also useful to calculate the optimal in-place MBQCLA circuit resources.

According to Eq. (3.7),

Soptimal = XTPGRTPG + XCNOTRCNOT + XNOTRNOT . (3.16)

By the use of Table (3.1), one can obtain

Soptimal = 162(w(n)+ 5log2(n− 1)6+ 5log2(n)6−w(n− 1))+ 542n− 395. (3.17)

To summarize, the following tables are the quantitative expressions for out-

of-place and in-place MBQCLA circuits:
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Parameter Value

Pitch 4

Variables V(n) = 4n-5log2n6+1

(Logical

Qubits)

Width Width(n)=15×(5log2(n)6+5log2(n/3)6)+85

Height Height(n)=4×(4n-w(n)-5log2n6+1)-3

Area Height(n)×Width(n) =

(4×(4n-w(n)-5log2n6+1)-3)×
(14×(5log2(n)6+5log2(n/3)6)+85)

Number of (4n-w(n)-5log2n6+1)×
Clustering (15×5log2(n)6+5log2(n/3)6+85)-1)+

Operations (15×5log2(n)6+5log2(n/3)6+85))×
(4n-w(n)-5log2n6)

Circuit 5log2(n)6+5log2(n/3)6+7

Depth

Size -3271+899n-419w(n)-3775log2(n)6+56n5log2(2n/3)6-14w(n)5log2(2n/3)6
(Number of +42n5log2(n)6+168n5log2(n)6-145log2(2n/3)65log2(n)6-425log2(n)62

Qubits) +6×(2n+
∑log2(n−1)

tp=1 2(n-2tp)+
∑log2(n)

tg=1 2(2(5log2(n)6)+ (2tg)(5log2(tg)6)

+
∑+log2 2n

3 ,
tc=1 2(n-5log2(tc)6))

Table 3.2: Requirements and performance of the out-of-place MBQCLA
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Parameter Value

Pitch 4

Variables V(n) = 4n-5log2n6+1

(Logical

Qubits)

Width Width(n)=15×(5log2n6+ 5log2(n− 1)6+ 5log2 n3 6+5log2
n−1
3 6)+157

Height Height(n)=4×(4n-w(n)-5log2n6+1)-3

Area Height(n)×Width(n) =

(4×(4n-w(n)-5log2n6+1)-3)×
14×(5log2n6+ 5log2(n− 1)6+ 5log2 n

36+5log2 n−1
3 6)+157

Number of (4n-w(n)-5log2n6+1)×
Clustering (15×(5log2n6+ 5log2(n− 1)6+ 5log2 n3 6+5log2 n−1

3 6)+156)+

Operations (15×(5log2n6+ 5log2(n− 1)6+ 5log2 n
36+5log2 n−1

3 6)+157)×
(4n-w(n)-5log2n6)

Circuit Depth 5log2n6+ 5log2(n− 1)6+ 5log2 n
36+5log2 n−1

3 6+14

Size -3068+2896n-138w(n− 1)-162w(n)+165log2
n−1
3 6

+64n5log2
n−1
3 6-1465log2(n-1)6

(Number of +64n5log2(n-1)6+165log2(n/3)6+64n5log2(n/3)6
+215log2(n)6+64n5log2(n)6

Qubits) -165log2(n− 1)65log2(n)6-165log2 n3 65log2(n)6-16 5log2(n)62+
6×(4n-1+ 4

∑log2(n−1)
tp=1 2(n-2tp)+ 2

∑log2(n)
tg=1 2(2(5log2(n)6)+

(2tg)(5log2(tg)6)+ 2
∑+log2 2n

3 ,
tc=1 2(n-5log2tc6))

Table 3.3: Requirements and performance of the in-place MBQCLA
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3.3.4 MBQCLA latencies

As discussed in Section (3.2.3), a carry-lookahead addition in MBQC can reach

O(log n) time due to the constant scale depth of primitive gates in MBQC. The

depth of a Toffoli gate in MBQC is 2, and our circuit does not change the original

behavior. In addition to the Toffoli-dependent rounds, the QCLA requires a small

number rounds of CNOTs and NOTs, each of which adds one to the circuit depth,

giving a total of out-of-place and in-place MBQCLA depths of 2(5log2(n)6 +

5log2 2n
3 6) + 13 and 2

(

5log2(n)6+ 5log2(n− 1)6+ 5log2 n3 6+ 5log2 n−1
3 6+ 14

)

, re-

spectively.

3.3.5 Optimized in-place MBQCLA

We can optimize the MBQCLA spatial resources in several ways. First, by re-

laxing the Manhattan constraints on the physical geometry, we can use a graph

state, which requires fewer communication resources if it can be physically im-

plemented. The graph state adder will be presented in Section (3.3.6).

In this Section, we retain the Manhattan constraint but optimize the circuit.

The idea of the bent network [21], imagining that logical qubits are propagated

through traces on a single-layer two-dimensional surface, is used to reduce the

horizontal resources of MBQCLA.

3.3.5.1 Bent network in quantum carry-lookahead adder

Contrary to the usual quantum circuit assumption that the horizontal axis

relates to logical time, in a “bent” network the temporal axis flows freely in the

spatial layout. The consequence is that a more compact circuit can be con-

structed.

If we apply this bent network method to MBQCLA, we also find that we

can reduce the horizontal size of the circuit. The bent form of VBE is purely

rectangular, but MBQCLA is not as regular. The horizontal size for every logical

qubit position will depend on the number of quantum gates, since it will vary

along the register as shown in Fig. (3.6). The illustration of a bent network

implementation for n=10 is given in Fig. (3.7).
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3.3.5.2 Optimized circuit formulation

To optimize the circuit, we take small groups of qubits, or subregisters, and slide

them toward the middle of the circuit. As can be seen in Fig. (3.7), bending the

network can reduce the cluster resources required near qubits a0, a1, a2, a3, a4,

a6, a8, and a9 by the amount:

n−1
∑

i=0

(CiAiW) (3.18)

where n = number of logical qubits, Ci= the number of rounds (columns) that

ith-subregister moves, Ai= number of logical qubits in the ith-subregister (usually

3, sometimes 4), and W= width of Toffoli Phase Gate. For n=10, this manual

optimization of horizontal communication results in a reduction of ≈ 12 % for

spatial resources, or ≈ 3822 qubits.

3.3.6 Graph state quantum carry-lookahead adder (GSQ-

CLA)

In the previous Sections, we presented cluster state adders. Here, we present a

graph state adder. The GSQCLA is simpler and follows more directly from the

original QCLA definition. For MBQC in graph states, we assume that the restric-

tion to Manhattan physical geometry is lifted, and arbitrary entanglement oper-

ations between qubits are allowed. The vertices follow the graphical notation of

MBQC in cluster states but with the three additional types of vertices:{measured

input qubits in an arbitrary angle, −π
4 , and π

4} and there are two types of edges

: entanglement and input/output information flows. We choose CNOT<4> and

CCNOT<39> for running QCLA. When two GSQC quantum gates are concate-

nated, the output qubits of one become the input of the other. The bird’s eye

view of the in-place GSQCLA is given in Fig. (3.8).

The circuit depth of graph state is identical to that of MBQC, so we focus

here on the number of qubits and entanglement operations.

Concatenating quantum gates in graph states can reduce the number of qubits

whilst the number of entanglement operations is invariant [39]. The number of
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entanglement operations in GSQCLA is

∑

k

EkXk (3.19)

Where k ε {Toffoli Phase, CNOT, and NOT Gates}, Ek = the number of en-

tanglement operations in type k gates, and Xk = the number of gates of type

k.

The number of qubit resources before the removal of unnecessary measurement

is given by Eq.3.7. After the adjustment, the qubits resources is

∑

m

XiRi −
∑

l

Nl(QP ,QG,QC ,Qadd) (3.20)

where i ε {Toffoli Phase, CNOT, and NOT Gates}, Nl = number of removed

qubits of type l circuit and QP =
∑+log(n),−1

tp=1 2(5 n
2tp

6 − 1), QG =
∑+log(n),

tg=1 35 n
2tg

6,

QC =
∑+log2( 2n3 ),−1

tc=1 35 (n−2tc−1)
2tc 6, and Qadd are the number of removed qubits in

the P , G, C, and addition rounds in the circuit, respectively. The formulation of

Qadd varies depending on the type of circuit.

We know from Table (3.1) that QCLA requires 10n-3w(n)-3w(n−1)-35log2(n)6-
35log2(n−1)6-7 Toffoli Phase Gates and that the Toffoli Phase Gate uses 39 qubits

and 43 entangling operations. Therefore, based on the above formulations, the

number of entanglement operations for the out-of-place GSQCLA is

224n− 129 (w(n)− 5log2(n)6)− 46. (3.21)

The number of qubits for this circuit is

201n− 117 (w(n)− 5log2(n)6)− 2

+log2(n),−1
∑

tp=1

2(5
n

2tp
6 − 1)

−
+log2(n),
∑

tg=1

35
n

2tg
6 −

+log2( 2n3 ),−1
∑

tc=1

35
(n− 2tc−1)

2tc
6 − 43, (3.22)

or roughly 201n for large n. This formulation is obtained after concatenating the

GSQCLA quantum gates and adjusting their qubits resources to form the circuit.

Similarly, the in-place GSQCLA has

444n− 129 (w(n)− w(n− 1)− 5log2(n)6 − 5log2(n− 1)6)− 318 (3.23)
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entanglement operations. The number of qubits for the in-place GSQCLA is

410n− 117 (w(n)− w(n− 1)− 5log2(n)6 − 5log2(n− 1)6)−

4
+log2(n),−1

∑

tp=1

2(5
n

2tp
6 − 1)− 2

+log2(n),
∑

tg=1

35
n

2tg
6 − 2

+log2( 2n3 ),−1
∑

tc=1

35
(n− 2tc−1)

2tc
6 − 261,

(3.24)

about twice the size of the out-of-place version.

3.3.7 Resource comparison

Fig. (3.4) plots the resources required for the in-place MBQCLA, as derived in

Eqs. (3.15), (3.17), and (3.14). The red area, which represents the horizontal

communication costs of MBQCLA, is ≈ 77% of the qubits in the cluster. The

light green area, showing the costs of MBQCLA circuit vertical communication,

consumes ≈ 11%. The cost of the computational circuit shown by the light blue

area is ≈ 12% of the spatial resources. The light yellow area represents the qubits

resources for the in-place GSQCLA which costs ≈ 9% in spatial resources.
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Figure 3.4: Comparison of computational and communication resources in in-

place MBQCLA circuit. The bottom line on the graph represents the ideal cir-

cumstance for the computational resource and the other two show the circuit with

additional resources for the horizontal and the vertical communications.
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Figure 3.5: In-place MBQCLA. For n=10, the circuit consists of:8 addition cir-

cuits, 18 carry networks (4 Propagate, 6 Generate, 4 Inverse Propagate and 4

Carry networks)
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Figure 3.6: Optimized in-place circuit. The low n-1 bits of the carry string output

are tucked into the interior of the circuit by bending the network.
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Figure 3.7: The optimized in-place MBQCLA circuit forms a diamond-like circuit.

Hand optimization of the circuit reduced the size by ≈ 12 %.
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Figure 3.8: MBQCLA figure allowing the use of a graph state for entanglement

and communication.
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3.4 Limitation and future works

3.4 Limitation and future works

1. Depth optimalization of MBQCLA circuits. This work explores how

to optimize the resources of qubits in MBQCLA. However, the optimization

of depth in MBQCLA circuits is still elusive under this scheme, since the

unique MBQC may have an unique computational depth complexity [107].

This aspect needs to be investigated.
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Chapter 4

Summary

Measurement-based quantum computation (MBQC) is considered as one of the

promising candidates of quantum computation scenarios toward future imple-

mentation in real physical systems. By performing subsequent measurements on

a system consisting of a set of highly entangled qubits arranged in nearest neigh-

bor manners, which is called cluster state, it is necessary to implement quantum

computation on the system. However, MBQC should meet with Divincenzo cri-

teria in order to be realized in the real physical system. Therefore, two issues are

discussed in this thesis: the cluster state preparation in cavity quantum electro-

dynamics, which is illustrated in Fig. (4.1), and the implementation of MBQC

into quantum carry-lookahead adders. The contributions of in this thesis with

respect to the future developments are provided in Fig. (4.2).

It is shown in Chapter (2) that the perturbation of the atom-field in a cav-

ity by introduction of extra classical electromagnetic field can be used to control

the atomic population in the cavity. The perturbation theory on the system is

described by employment of one-fold Darboux transformations for the potential

transformations of Rabi model. For simplicity, we use the result of this transfor-

mation to obtain the Rabi oscillations involving the classical effect. This method

shows that it is possible to control the collapse and resurgence of Rabi oscillations

in cavity QED under Darboux transformations.

Pauli matrices are the parameters in the BBGS-Darboux transformations to

determine the one-dimensional stationary Dirac potential of electromagnetic field.

The appropriate choice of the parameters may be necessary for elucidating the re-

sponses of the oscillations due to the external perturbations as found in Ref. [87,108].
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Figure 4.1: Cluster state initialization.

Based on the results, it is possible to propose an open-loop control mechanism

for Rabi oscillations under Darboux transformations: the operator D(σi) is as-

sumed as the controller and σi as the system input. The initial state is {V,Ψ}
and the final state is {V [N ],Ψ[N ]}. The output variables that are measured by

a sensor are eigenvalues of the new Hamiltonian, εN(σi). The next challenge is to

define an appropriate Darboux transformations so that theoretical explanation of

a closed-loop control mechanism, as proposed in Ref. [54], can be achieved.

For further studies, it may be interesting to investigate the influence of N -fold

Darboux transformations to multi-qubits such as Bose-Einstein condensation of

exciton polaritons [109] and Anyons in a weakly interacting system [110]. It is also

interesting to expand the Dirac potential to n-dimensions and relates it to various

quantum systems. We expect that such an effort will open a new possibility to

involve Darboux transformations into the extensive research of quantum infor-

mation research [80].

Chapter (3) deals with circuit designs for measurement-based quantum com-

puters. Using classical information obtained by measurements over cluster states,

circuit designs for several forms of measurement-based quantum carry-lookahead

adders (MBQCLA) and graph-state quantum carry-lookahead adders (GSQCLA)

are presented. Resources required to perform the quantum carry-lookahead adder

are shown as functions of the number of logical qubits, width of quantum gates,

and a number of qubits in quantum gates. By bending the network and removing

the border between the rounds, the optimization of the in-place MBQCLA circuit
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changes its shape from a rectangle to a diamond-like form. The proposed evalua-

tion methods for the cost and performance of application circuits for MBQC will

be useful for a large scale quantum computer architecture, since development of

circuits for quantum computers will need optimization similar to the one for the

classical computer technology.

The work provides a theoretical study on manipulation of qubit populations

and architectures for quantum adder towards realization of measurement-based

quantum computers. Considering that the proposal is compatible with the frame-

work of present experimental investigations, this work may contribute directly to

the next step of MBQC development.
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Figure 4.2: A schematic showing the contributions of this thesis and also for the

future works.
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Appendix A

Homotopy perturbation methods

In this appendix, we provide the algorithm for obtaining exact solution of

coupled nonlinear equations [81].

1. Unravel the differential equations using conventional HPM. In this step, the

widely known Taylor series is needed to expand the solution of the nonlinear

differential equations, f(x), at the point x = 0. The series reads:

f(x) =
∞
∑

i=0

cix
i =

∞
∑

i=0

f i(0)

i!
xi. (A.1)

2. Shortened the series solution by conventional HPM. This step is accom-

plished by obtaining the embedding parameter of the solutions.

3. Obtain the Laplace transform of the shortened series. The well-known

Laplace transform of a function y(t) reads

L [y(t)] = ŷ(s) =

∫ ∞

0

y(t)e−stdt. (A.2)

4. Acquire the Padé approximant of the prior step. The Padé approximant

is a rational function to approach the Taylor series expansion as best as

possible. It gives

[

M

N

]

f(x)

(x) =

M
∑

i=0
aixi

1 +
N
∑

i=0
bixi

, (A.3)
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where M and N are given positive integers.

5. Obtain the inverse Laplace transform.
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Appendix B

Explicit representation for square

root of a complex number

Following the Ref. [111,112], we provide the theorem to obtain the explicit rep-

resentation for square root of a complex number.

Theorem. A complex number

√
a + ib (B.1)

can be simplified into

p+ iq (B.2)

by defining

p =
1√
2

√√
a2 + b2 + a (B.3)

and

q =
sgn(b)√

2

√√
a2 + b2 − a (B.4)

where

{a, b, p, q ∈ . and (b )= 0)} (B.5)
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and sgn(b)= b
|b| is defined as the sign of b (to be +1 if b > 0 and -1 if b <0).
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Appendix C

Computational simulation scheme

This Appendix provides the computational methods to generate graphs in the

Section (2.4). In this work, we use Maple. The following codes show the codes

for modified atomic inversion simulation.

Figure C.1: Maple codes for the modified atomic inversion.

The meaning of the parameters in Fig. (C.1) are Rm is the modified classical

electromagnetic field, sim is the modified atomic inversion, adj is the adjustment

for atomic inversion in case it is needed, b[0] is the amplitude of initial classical

electromagnetic field, h[bar] is !, kappa is κ, omega is ω, Omega is Ω, and

sol is the code for setting the value of the constants.

Below, the codes of {D(σ1), D(σ3), D(σ2)} solutions are shown, respectively.
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Figure C.2: Maple codes for the solution of D(σ1).

Figure C.3: Maple codes for the solution of D(σ3).

The following diagram shows the scheme of the work in this paper.
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Figure C.4: Maple codes for the modified atomic inversion in the case of D(σ2).

Figure C.5: The scheme for obtaining the correlations between atomic inversion

and Dirac potentials.
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Appendix D

List of Papers and Presentations

D.1 Journals

1. A. Trisetyarso, “Correlation of Dirac potentials and atomic inversion in

cavity quantum electrodynamics”, arXiv:0912.4819, J. Math. Phys. 51,

072103 (2010); doi:10.1063/1.3458598.

2. A. Trisetyarso and R. Van Meter, “Circuit Design for A Measurement-Based

Quantum Carry-Lookahead Adder ”, arXiv:0903.0748, Int. J. Quantum

Inf. 8, 843 (2010); doi:10.1142/S0219749910006496.

D.2 Conferences

1. A. Trisetyarso, R. Van Meter, and Kohei. M. Itoh, “Resources for Measurement-

Based Quantum Carry-Lookahead Adder ”, arXiv:0901.3903, International

Symposium on Nanoscale Transport and Technology 2009, NTT, Hon At-

sugi, Japan.

2. A. Trisetyarso, R. Van Meter, and Kohei. M. Itoh, “ A Measurement-Based

Form of the Out-of-Place Quantum Carry-Lookahead Adder ”,

100

http://arxiv.org/abs/0912.4819
http://dx.doi.org/10.1063/1.3458598
http://arxiv.org/abs/0903.0748
http://dx.doi.org/10.1142/S0219749910006496
http://arxiv.org/abs/0901.3903
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tion, 14 June - 18 June 2010, ICTP Trieste, Italy.
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