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Abstract

Network intrusion detection/prevention systems (NIDS/NIPS) are widely used for
detecting or preventing network-based remote attacks. A remote attacker sends a ma-
licious message to a vulnerable server and causes various damages on it. NIDS/NIPS
monitor network traffic for malicious activities, and raise alerts or drop the packets when
they detect attacks.

The environmental changes surrounding NIDS expose three issues of current NIDS
implementation. First, NIDS needs more accurate detection mechanisms. Since attacks
are becoming more complex and sophisticated, some attacks cannot be detected by sim-
ple byte-pattern matching. Second, performance improvement is necessary. Because of
today’s increased traffic volume and sophisticated attacks, NIDS needs enough perfor-
mance to cope with hi-speed network and complex in-depth analysis to detect attacks.
Third, NIDS needs a fault-tolerant mechanism. Although most of current NIDS are de-
veloped as software and run on commodity computers, NIDS should continue to detect
attacks even under failures.

This dissertation proposes mechanisms to solve the above three issues: detection ac-
curacy, performance, and fault-tolerance. First for detection accuracy, this dissertation
proposes a mechanism for layer-7-aware detection with little performance overhead.
Although simple string matching is traditionally adopted to detect malicious activities,
exploiting layer 7 contexts has been recognized as an effective approach for improv-
ing the accuracy of detecting malicious messages in NIDS. Layer-7-aware NIDS re-
quires a TCP stream reassembler which reassembles packets into a message without
losing 1) complete prevention, which means the NIPS must be able to prevent target
applications from receiving malicious messages, 2) performance efficiency, 3) applica
tion transparency, which means the NIDS installation does not require any modifica-
tion or reconfiguration of the client or server applications, or 4) transport transparency,
which means that the NIDS does not impair end-to-end TCP/IP semantics. This dis-
sertation proposes the store-through mechanism which satisfies al the requirements.
Store-through preserves transport transparency by forwarding each out-of-order packet
immediately after copying the packet. Although the forwarded packet might turn out
to be a part of an attack message, the store-through mechanism can successfully defend
against the attack by blocking one of the subsequent packets that contain another part of



the attack message and thus provides complete prevention. In addition, 1P-level imple-
mentation provides performance efficiency and application transparency. Testings of a
prototype in Linux kernel 2.4.30 demonstrate that the overhead of store-through is less
than 3.8% compared to simply IP forwarding the recieved packets. The experiments
over the real Internet also suggest that store-through preserves transport transparency.

For performance and fault-tolerance, this dissertation proposes Brownie, a system
which coordinates configurations of already-existing, independently-managed NIDSsin
an organization. Our key observation is that most organizations, such as universities or
companies, have several NIDSs managed by different administratorsinsidetheir internal
networks, not only at the network entry point. With our proposed system Brownie,
NIDSs exchange their own load status and rule configuration. Then Brownie achieves
performance improvement by offloading overloaded NIDS and eliminating redundant
rules. For fault-tolerance when a NIDS fails, Brownie enables rules once checked by
thefailed NIDS so that the other NIDS(s) takes over the failed NIDS. The experimental
results with a web server benchmark suggest that Brownie increases the benchmark
throughput by more than 10%. The experimental results also show that detections by a
failed NIDS are took over by other NIDSswithin 100 seconds. Thisis much faster than
recovering manually by administrator.



