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Summary

Recently, the demands for high speed internet access fromabée wire-
less devices have grown very rapidly. Therefore, there éslrte satisfy the
demands of the capacity improvements in wireless commtiorcaystems.
Fourth generation (4G) mobile technology promises the riwdbility with
high speed data rates for next generation mobile users. &imeam of 4G
technology is to provide high speed wireless broadbandceesy Airport
lounges, cafés, railway stations, conference arenas, thed such locations
are required to have high speed internet services; in thizseq 4G can
play an important role. 4G is equipped with the proper areamgnts at the
physical layer to meet all the demands of those various siosnaSpatial
Multiplexing offers high channel capacity and transmiegiate for the same
bandwidth without additional power requirement by emphgymultiple an-
tennas at the transmitter and receiver. Therefore, 4Gtkeredecessor 3G,
would use the advanced versions of the Multi-Input Multit@u (MIMO)
antennas. The antennas used for the 3G system were smaghetootake
care of many advanced operations at the signal level. TBigymust con-
tinue for 4G as well, and may even be made more sophisticatedd, as the
number of signal-level decisions would be far greater inchee of 4G com-
pared to 3G. There are many difficulties, however, in praxgdnigh speed

wireless internet services in these environments, suchuspath fading



and the inter-symbol interferences generated by the syit$eth Therefore,
high data transmission is limited by Inter-Symbol-Integfgce (ISI). As a
result, Orthogonal Frequency Division Multiplexing (OFDké&chnology is
used to handle this problem. OFDM uses the spectrum effigibptspacing

the channels closer together as well as it gives the abflitgaucing ISI.

Users of multiuser OFDM system observe multipath fadinglawe indepen-
dent fading parameters due to their different location® piobability that a
subcarrier in deep fade for one user may also be in deep fad¢Her users
is quite low. Hence, multiuser system creates channelsliyeas the number
of user increases. Therefore, in multiuser MIMO-OFDM eorment, the
system needs to allocate efficiently its resources suchtasdritennas and
subcarriers adaptively to the users. The resource managém&G is much
better than 3G. Optimization is present in the 3G systemirimgt of the op-
timizations are not that adaptive and dynamic. In cont@shat, 4G would
have very smart adaptations in the resource management.séaaptive
algorithms are used to provide optimization everywherenfthe modula-
tion and coding, to the individual scalable channel bantiwadlocation. The
combination of above technologies has been researcheaefondst promis-

ing technique for the next generation wireless systems.

Chapter 1 introduces the promising technologies of 4G sucBFR3M,
MIMO, efficient resource allocation in wireless communicatsystem and
reduction of complexity in that system, which can be usedHlerdevelop-

ment of next generation wireless communication.



Chapter 2 presents the resource allocation scheme for Wpliit Multi-
Output Orthogonal Frequency Division Multiple Access (MIMDFDMA)
broadband mobile wireless communication system for neregdion. In
the wireless communication systems, the different datautjinput require-
ments for each user with various kinds of services and matimapplica-
tions might be occurred. In this case, this system shouldigeecthe service
to the users with proportional data rate fairness amonguséhe system. It
is well known that using MIMO and OFDMA together gives risegi@ater
system capacity. Therefore, we consider the proportioatd date fairness
in the MIMO-OFDMA mobile broadband wireless system caseite ¢he

higher capacity throughput in the next generation wireless

In chapter 3, we propose the resource allocation schemeetthasnore ra-
dio frequency spectrum more efficiently by using same fraquéo transmit
for different user’s data at the same time in the system. aptdr 2, users are
separated in frequency domain but not in chapter 3. Diffeusar’s data can
overlap in the same frequency at the same time. Thereforeawease scarce
spectral resources more efficiently in the MIMO-OFDM wisdecommuni-
cation system environments under the consideration ofgrtigmal data rate

fairness constraint and QoS requirements among users gystem.

Chapter 4 describes the singular value decomposition (S\@Bgdreduced
complexity antenna selection method for the practical MIi@nmunica-
tion system with linear receivers. In the conventional MIM@nmunication
systems, most of the antenna selection methods consideretitable only

for spatially separated uni-polarized system under Rayléaging channel



in non-line of sight (NLOS) condition. There have a few amni@iselection
schemes for the cross-polarized system in LOS conditionRaoelan fading
channel, and no antenna selection scheme for the MIMO clhantteboth

LOS and NLOS. In the practical MIMO channel case, influence@$ and
NLOS conditions in the channel can vary from time to time adow to

the channel parameters and user movement in the system. Badbdse
influences and channel condition, uni-polarized system maperform a
cross-polarized. Thus, we consider this kind of practicdM& channel
environment when developing the antenna selection schérhe.reduced
complexity in antenna selection is proposed to give thedndgroughput in
the practical MIMO channel environment. In the proposecesnd, suitable
polarized antennas are selected based on the calculat®¥@fof channel
matrix and then adaptive bit loading is applied to increasethroughput of
the system under the constraint of target bit error rate (BER)tatal trans-
mit power of the MIMO system. The proposed system and selectiethod
consider not only reducing the complexity but also the ¢ffexf adaptive
modulation and total transmit power constraint under tihgetaBER rate in

the MIMO system.

Finally, chapter 5 concludes this dissertation and dissui®e further study

of research works.
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Chapter 1

| ntroduction

1.1 Today’sInternet and Wireless Communication

High speed data throughput and very fast mobility in broadbaobile wireless com-
munication system is urgently needed throughout the waetthbse of the huge demand
from today Internet users. The Internet has been growingrexmqtially, in both the num-
ber of users and the amount of information content pointse\during these years. We
can see various kinds of wireless services in nearly all @tctuntries in the world. The
mobility of wireless services has revolutionized the waggle think and live.Seamless
Wireless System for Everywhere and Every time concept has given some extraordinary
dimensions to the business community. Innovation and asimywireless world make it
possible to use the system that can help users to satisfybthsgic needs of interpersonal
communication and access to information , while the same &njoying the freedom of
wireless communication. Recently, so many mobile appbecatiare developed and give
their services over the Internet to use not only for persasages but also for business re-
lated services. Moreover, real time sensitive data suciseogaming, IPTV and video
conferencing are running as an important application imenurinternet systems, where

enhanced capacity and spectral efficiency need to fulfilettponentially increasing data



1.2 Evolution of M obile Wireless Communication

traffic demand over the wireless mobile communication systeooking at the present
demand, itis clear that there is an ever increasing demautnigoer bandwidths in mobile
communication systems. While the target of the first germmativas mobile telephony,
currently deployed system aim to enhance people’s livesniapleng high speed mobile
access to the Internet anywhere at any time. While the iniegraf heterogeneous mo-
bile and wireless access techniques may be one importaattaspthe next generation
(4G), a second goal is the support of even higher data rabtesaisto fixed networks, as
well as to provide high-quality multimedia applicationsedsonable costs for multimedia

mobile users.

1.2 Evolution of Mobile Wireless Communication

The gradual evolution of mobile communication systemsofedl the quest for high data
rates (bps) with a high spectral efficiency (bps/Hz). Molaklular Network evolution

has been categorized generations as shown in Fig. 1.1 [1.1].

1.2.1 First Generation

The first mobile communications systems were analog andodgy/treferred to as sys-
tems of the first generation. 1G is the name which was givehdditst generation of
mobile telephone networks. In the first generation of mot@lemunications the services
were mainly based on the analog communication techniqu@setworks were the ear-
liest cellular systems to develop, and they relied on a netwbdistributed transceivers
to communicate with the mobile phones. Because of the analoigcuit-switched tech-
nology with FDMA (Frequency Division Multiple Access), thetworks had a low traffic

capacity, unreliable handover, poor voice quality, andrsecurity.
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>

Service Type
Multimedia

Voice

1980 1990 2000 2010 Year

Figure 1.1: 1G to 4G

1.2.2 Second Generation

In the beginning of the 1990s, the first digital systems eeerglenoted as the second
generation (2G) systems. The second generation of the emjstems was known as 2G.
2G mobile telephone networks were the logical next stagéendevelopment of wire-
less systems after 1G, and they introduced for the first timmhbile phone system that
used purely digital technology. In the United States, thestpopular 2G system is the
TDMA/136, which is also a digital cellular system. TDMA stinfor time-division mul-
tiple access. In Europe, the most popular 2G system intextlu@s the global system for
mobile communications (GSM), which operated in the 900 MEador the 1,800-MHz
band and supported data rates of up to 22.8 kbit/s. The EanoB&M technology was
guite popular and now it has stretched over the whole glol&\V @&as nothing more than

the TDMA system of the European countries with pan-Europeaming facilities. It was
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a great revolution that a single phone could be used in diffecountries and it was the
main choice in many countries. Basically GSM is a cellulatesys]i.e., it typically uses
a single base transceiver station (BTS), which marks theeceft cell and which serves
several mobile stations (MS), meaning the users]. The ddmplaced on the networks,
particularly in the densely populated areas within citresant that increasingly sophis-
ticated methods had to be employed to handle the large nuailmlls, and so avoid
the risks of interference and dropped calls at handoffshadgh many of the principles
involved in a 1G system also apply to 2G - they both use the sathstructure - there are
also differences in the way that the signals are handledirentiG networks are not capa-
ble of providing the more advanced features of the 2G systeunes as caller identity and
text messaging. 2G systems or technologies used in diffecemtries were different. In
America CDMA emerged as the main competitor of the GMS. Thepmiition between
these two 2G technologies gave rise to many new standardeemablogies.

Some other versions like the Japanese PDC were also popgianally, but later
they parted with either of the two main technologies. Th&ahRG or digital mobile
communication systems were using lower bandwidth and therdée was only 16 kbps
(though at first it was even lower). Then the initiative waeetato provide higher data
rate services through the addition of the GPRS known as 2.BiSiJa generic term used
to refer to a standard of wireless mobile telephone netwibrdislies somewhere between
2G and 3G. The development of 2.5G has been viewed as a gjegtpime towards 3G,
which was prompted by the demand for better data servicesmeteks to the Internet.
GPRS was mainly used for non-voice services and the maximwavrdee possible was
around 160 kbps. In the evolution of mobile communicati@ash generation provides a
higher data rate and additional capabilities, and 2.5G isxteption as it provides faster

services than 2G, but not as fast or as user’'s demands. So BDtBE Enhanced Data
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Rates for GSM Evolution was adopted. It can be consideredeasatiest broadband on
the GSM framework. Some people consider EDGE to be 3G; hawwe is not true, as
EDGE is the 2.7G on the GSM infrastructure. And it is slowenrthhe full 3G service.
In technical terms 2.5G and 2.7G extend the capabilities®fsgstems by providing
additional features, such as a packet-switched conne(@B&iRS) in the TDMA-based
GSM system, and enhanced data rates in EDGE. These enharisgraamit data speeds
of 64-144 kbps, which enables these mobile phones to featebebrowsing, the use of
navigation and navigational maps, voice mail, fax, and #resg and receiving of large
email messages. But they were not the cure for high demandtafsgavice from the
mobile users and it was expected that the evolution of theesysmust be necessary and

this happened sometime around the year 2000.

1.2.3 Third Generation

At first, the GSM group or the European standards making bddyi Broposed a project
for the development of 3G technologies. Then some othenargaons also joined them
from across the globe, and the project then went on to de\alogwv technology which

we known as the UMTS or the Universal Mobile TelecommunaaiSystem. This tech-
nology that enabled GSM to leap forward and allowed high dat&services to become
possible in the GSM framework.

There has also another project where the ITU or the IntemakiTelecommunica-
tions Union was taking the leader’s role. They developedie2000. At the same time
the air interface access technologies were evolving vesty 'W§ CDMA was one of them.
Similarly, CDMA2000, TDSCDMA and their hybrid versions madleasy to provide the
high broadband services. With all of these ingredients at@| business parties in the

mobile communication systems started designing the naexrgéion mobile systems. In
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the early years of 21st century, the 3G system emerged amdgoselcome it with enthu-
siasm. Now almost all the developing countries have 3Gifesl Significant features of
3G systems are that they support much higher data tranemissties and offer increased
capacity, which makes them suitable for high-speed daticapipns as well as for the
traditional voice calls. In fact, 3G systems are designegréeess data, and since voice
signals are converted to digital data, this results in Spdéeing dealt with in much the
same way as any other form of data. Third Generation systempacket-switching tech-
nology, which is more efficient and faster than the tradaiarircuit-switched systems, but
they do require a somewhat different infrastructure to tBesgstems. Compared to earlier
mobile phones generations, a 3G handset provides many ¢wds, and the possibili-
ties for new services are almost limitless, including mamgylar applications such as TV
streaming, multimedia, videoconferencing, Web brows&gjail, paging, fax, and navi-
gational maps. Japan was the first country to introduce thsy3@&m, which was largely
because the Japanese PDC networks were under severe @ffessuthe vast appetite in
Japan for digital mobile phones. Unlike the GSM systemsg¢tvdieveloped various ways
to deal with the demands for improved services, Japan hadb@enhhancement stage to
bridge the gap between 2G and 3G, and so the move into the aadest! was seen as a
solution to their capacity problems. In many countries, $&ems are currently using to
provide a range of data rates, depending on the user’s csteunces, providing up to 144
kbps for moving vehicles (macrocellular environments) ta384 kbps for pedestrians
(microcellular environments) and up to 2 Mbps for indoortatisnary users (picocellular
environments). In contrast, the data rates supported blgabie 2G networks were only
9.6 kbps, such as in GSM, which was inadequate to provide@mtyisticated digital ser-
vices. Although the UMTS-based 3G and the IMT2000-based &@some differences,

they were very similar as far as the performances and theresaaire concerned. So it can
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be said the technologies are heading towards a common frarkemwwhich the better
aspects of either will stay.

The 3G services were a grand success for both the reseaaciteise service providers.
The coverage areas were not limited and the mobility wasesiticted. The 3G systems
were good enough in comparison to the 2G or the GPRS enabl&dsy&ems, but In-
ternet related services such as video conferencing oreghming, anything that needed
higher bandwidth were either out of reach, or the qualityss¥ge was not good enough.
This led to demand for a system which could give some propetiso to these needs.
That condition caused research and development effortiseinelecommunications in-
dustries for the new generation mobile wireless commuioicdgechnologies. While 3G
systems are currently running for the data communicatiovices, research activities on

the fourth generation (4G) have already started.

1.2.4 Fourth Generation

4G was first proposed by the team who were the members of th® 3G (Third Gen-
eration Partnership Project -Long Term Evolution). Thenfnmnner among the business
group was the NTT DoCoMo of Japan, the first of many businedagarin this project.
4G mobile broadband wireless access system should be dddigised on the char-
acteristics of the environment in which they need to opesatethe requirements of the
services which are necessary to provided by these systeorse 8f the development

features in 4G are as follows [1.3]:

e The major change in the infrastructure for 4G will &lé packet-based system and

the technology on which it will be based is the IPv6,
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Very High data rates and support of different traffic profilalso referred to as

quality-of-service ( QoS ) profiles,

High capacity ( i.e., the ability to serve a high number ofrage

Efficient use of available resources, which means satigfthe increased require-
ments by making better use of the already available ress\req)., spectra ) than

by allocating new ones,

Operation in a hash and changeable environment of the rdwdionel, in which

variability should be treated as usual rather than excegljo

Low power consumption ( which applies to the constructioalgbrithms and the
design of processors ) and low power emission ( meaning loeldeof transmit

power ),

Freedom of personalization and mobility,

Cooperation of a number of different communication devicewell as entire sys-
tems at the same time and at the same place. This requirekiliyeta handle the

mutual influence of devices or systems, which undoubtedbpeas in such situa-
tions either by intentional or unintentional interactiom§is influence is most often

referred to as interference ( e.g., cochannel interfergnce

It is clear that future 4G air-interface technology is nseeg to support the data
rates in the order of 100 Mbps at full mobility, i.e., at vatas up to 200-300
km/h,



1.3 Difference between 4G and 3G

There are some other proposals for an open platform in wiiemew innovations
and evolutions of the future can fit. One of the first technglogplly fulfilling the 4G
requirements as set by the ITU-R will be LTE Advanced as ailyestandardized by
3GPP. LTE Advanced will be an evolution of the 3GPP Long Texul&ion. The higher
data rates needed are for instance, achieved by the aggregamultiple LTE carriers
that are currently limited to 20MHz bandwidth and there ammynsuch changes have

been recommended.

1.3 Difference between 4G and 3G

Though the 4G is the evolved version of the 3G there are mamyaimental differences
between the two systems, the greatest achievements are speancement and all IP
based packet transmission when compared with 3G netwovicesr The main differ-

ences between the 3G and the 4G have been listed below [1.4].

1. The speed or data rate: The maximum speed or the data rate of the 3G system is
2Mbps. With that speed we can definitely get a better serfiar the 2G system
or its advanced versions like the GPRS (where the maximunilpespeed is 204
Kbps). Although the 3G substantially enhanced the data tla¢edata contents of
the present wireless broadband services make it impogsilskrry on far with the
3G system. 4G was the solution to overcome that bottlenetheoBG technolo-
gies. In 4G the aim is to get a data rate of 200Mbps or even nmotieel indoor
environment. In theory, 4G will be at least 50 times fastentthe 3G system; this
is the main difference between the 3G and 4G technologiesthar words, the

bandwidth of the 4G system would be much higher than the 3@msys



1.3 Difference between 4G and 3G

2. Packet switched infrastructure: In 4G, the whole network will be packet switched.
The IP based infrastructure will be used for the 4G systentusikely. IPVv6 is
the version on which the whole protocol system will govera thfferent kinds
of switching for the data transfer. 4G switching aspectd thigrefore be more

sophisticated and complex than the 3G system.

3. Quality of service or Qos. The quality of services in 4G networks is going to be
much better than the 3G and its contemporary technologidge imiprovement
in main service factors will be due to the high broadband ef4fs systems, the
improved quality of service of the IPv6 systems comparedé¢wipus IP versions,
and better reception and transmission services from the smiznna based MIMO

system.

4. Network Security: Network security is another important aspect, one for Wwhic
people are ready to pay. Network security in 4G is differeoit that of the 3G or
2G versions, in part because the security provided througl& networks is made
up of two tiers. That means not only the MSC authenticatioedgired but along

with that there are some additional securities.

We have seen the added security arrangement of the 4G syistémesOSI model.
The Information Privacy Layer is there to take care of theuggcrelated aspects

of the information that is exchanged in the 4G networks.

5. Management of Resources. The resource management in 4G is much better than
3G. Optimization is present in the 3G system, but most of fiterozations are not
that adaptive and dynamic. In contrast to that, 4G would avg smart adapta-

tions in the resource management sector. Adaptive algositére used to provide
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optimization everywhere, from the modulation and codimgthie individual scal-

able channel bandwidth allocation.

1.4 Difference between 4G and Other Wireless Services

There are many personal communication systems evolvirggttlays. Out of them the
broadband services are the most popular ones. There arekinalsyof broadband frame-
works available today for public use, from traditional @bl wired broadband to more
sophisticated systems. The most sophisticated ones avarttless broadband services.
There are many wireless broadband services like 3G, WiRVJAX, etc. The main aim
of these technologies is to provide broadband or high qusditvices to the customers at

the best possible means [1.4].

141 WirdessFiddity (WiFi)

There was a need for mobility in the local area network as,weilich led to the creation
of the wireless LAN. There were many challenging issues tal#ishing this WLAN.
In order to achieve the proper mobility and flexibility a neystem came into existence,
which is well known as WiFi or Wireless Fidelity.

In WiFi, mobility and the range of coverage are limited; tghut can provide broad-
band services wirelessly, the data rates are not very higheftheless, it was very pop-
ular initially in the corporate sectors and universitiehieTmain difficulties in the WiFi
systems are the limited security and the difficulty of chamm@&nagement.

In the corporate sector, the need for mobility was immensé \&iFi based systems

were not able to fulfill the demand. Because of this, there waseal for a technology
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which could take care of the mobility and provide a large enfjcoverage. Eventu-
ally that challenge was met and WiMAX, or Worldwide Interogiaility for Microwave

Access, was born.

1.4.2 Worldwide Interoperability for Microwave Access (WiMAX)

WIMAX boasts a high range of coverage, satisfactory maghibind improved security
compared to wireless communication. Sometimes WiMAX isfased with WiBro, but
in reality there are some small differences, including ttaadards upon which they are
based. IEEE developed the IEEE 802.16 standards, whichdaciotably IEEE 802.16-
2004, the first major WiMAX standard for fixed access. One {egar, fixed WIMAX was
superseded by IEEE 802.16e-2005 which is known as mobileAMMVIobile WIMAX
(802.16e€) supports the mobility of 120km/h and downlinkadatte of 46Mbps at 10MHz
bandwidth. However, according to ITU-R definition, 4G wagt technology needs to
support the data rate up to 1Gbps (indoors). Additionallfjy¥aX technology (802.16e€)
does not support mobility very well. To achieve the requieeifor 4G, IEEE 802.16
Working Group submitted its proposal for IMT-Advanced ldhea IEEE 802.16m, which

enhances IEEE 802.16e-2005 to meet the IMT-Advanced reqeints [1.5].

1.5 Orthogonal Frequency Division Multiplexing (OFDM)

The main aim of 4G technology is to Provide high speed wirel®adband services.
Airport lounges, cafés, railway stations, conference aseand other such locations are
required to have high speed Internet services; in thoseeglaiG can play an important
role. 4G is equipped with the proper arrangements at theigdiylayer to meet all the
demands of those various scenarios. There are many digisuliowever, in providing

the high speed wireless Internet services in these envigatsnsuch as multipath fading
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Figure 1.2: OFDM

and the inter-symbol interferences generated by the sysgsedi As a result, OFDM
technology is used to handle this problem. OFDM is a transiorisscheme that partitions
the available bandwidth intd narrowband parallel subcarriers, which are overlappirig bu

orthogonal, as shown in Fig. 1.2. This results in a high speefficiency.

1.5.1 Inter-Symbol Interferencedueto Time Delay (1SI)

In a multipath environment, the signals and their delayadivas arrive with different
amount of delays. When the time delay between the differelalydd signals is a large
enough fraction of the transmitted signal’s symbol periadtifal time allotted for one
symbol transmission), a transmitted symbol may arrive atrédteiver during the next
symbol period. This is well known as inter-symbol interfeze (or ISI). At higher data

rates, the symbol period or duration is shorter; henceké@ganly a small time delay to
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introduce ISI. In case of broadband wireless, ISl is a bidglenm and reduces the quality
of service significantly. In conventional situations, sti@tal equalization is the method
for dealing with ISI, but at high data rates it is quite comxpéand requires considerable
amount of processing power. In order to overcome frequent®csve fading causing
intersymbol interference, the bandwidth of each subaaisie€hosen to be sufficiently
smaller than the coherence bandwidth of the channel. Torere©FDM is extremely
robust to multipath propagation, which is one of the phenmaeausing significant prob-
lems in wireless communications. OFDM appears as a betigiicgofor controlling ISI

in broadband systems like 4G. OFDM deals with this problera uery intelligent way
by introducing a guard interval before each OFDM symbol siuard interval is the du-
ration in which no information is transmitted. Digitally,i$ nothing but a certain number
of zeros transmitted between each couple of symbols. Whadey@al comes during that
interval is discarded by the receiver, but when the guaetwal is properly chosen then

the OFDM signal can be kept undistorted.

1.5.2 Effective Use of Bandwidth through OFDM

OFDM has the ability to optimize the consumption of resosrddue to the orthogonal
nature of the carriers used for different channels, it issfbs to overlap the bands on
each other and still recover them in the receiver withouintpsny quality. Because
of this, OFDM is very effective in saving bandwidth. In lowrzhvidth systems where
the demand for spectrum is very high, OFDM comes naturallthadirst choice. The
bandwidth saving has been shown in Fig. 1.2. Besides the admbantages, OFDM
based systems provide other facilities for digitalizatom protocol supports. Processes
like error correction and interleaving are easily suppbtiy OFDM. We can also use

OFDM in a form of FDMA which we called OFDMA, where a user maydssigned one
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or more subcarriers (equivalent to FDMA frequency channelsrder to satisfy its traffic
requirements. The key advantage of OFDMA is that it allowsnfiltiuser diversity: a
subcarrier that is of low quality to one user can be of higHigue another user and can
be allocated accordingly. In this way, a subcarrier is lefged only if it is low quality
to all users. Moreover, this approach can be combined widiptace modulation, where
modulation levels are chosen on a per-subcarrier basisdingdao the observed channel
conditions in order to further increase spectral efficientyerefore OFDM/OFDMA is
currently one of the key element of the majority of the modaymmunication systems,
including Broadband Wireless Access (BWA), cable access I[(3Pdgital audio and
video broadcasting (DAB and DVB), and WLANSs (802.11, HiperLA302.16).

1.6 Multiple-lnput Multiple-Output (MIMO)

4G like its predecessor 3G would use the advanced versiaghge ®IMO Antennas. The
antennas used for the 3G system were smart enough to takef caa@y advanced opera-
tions at the signal level. This system must continue for 4@els and may even be made
more sophisticated for 4G, as the number of signal-levabkaets would be far greater in
the case of 4G compared to 3G. MIMO technology is also oneekdy technologies for
the fourth generation mobile broadband wireless accessmodagy. In ideal conditions
(uncorrelated high rank channel) the MIMO capacity scateghly linearly as the num-
ber of Tx/Rx antennas although the effect of channel coioglad to decrease the capacity
and, at some point, this is the dominant effect. Howeverrdde spectrum available for
wireless services is extremely scarce. As a consequencgena {gsue in current wire-
less systems is the conflict between the increasing demauvdreless services and the

scarce electromagnetic spectrum. Spectral efficiencyeietbore of primary concern in
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the design of future wireless data communication systentis te very limited band-
width constraint. The current need for increased capadityiaterference protection in
wireless multiuser systems is at present treated througbing the other techniques, lim-
ited micro diversity features at cell sites, sectorizatemd switched multibeam schemes.
These techniques fall into the category of exploiting thatisph characteristics of wire-
less channels. Slowly but steadily, more sophisticatelgt adaptive antenna arrays are
being considered instead as a cost-effective higher pedioce solution for the base sta-
tion. The use of multiple antennas at the receiver can sogmitly increase the channel
capacity by exploiting the spatial diversity, for exampie,combat fading and to per-
form interference cancellation. If simultaneous spatiegiity is employed both at the
transmitter and the receiver as shown in Fig. 1.3, then a MidéW@nnel naturally arises
with the additional property that several substreams caspbeed up for communication
within the MIMO channel (this is the so-called multiplexiggin). This particular sce-
nario has gained a significant popularity due to recent stutidicating a linear increase

in capacity with the number of antennas [1.6] and [1.7].
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1.6.1 Shannon’s Capacity Formula

Shannon’s capacity formula approximated theoreticalgy titaximum achievable trans-
mission rate for a given channel with bandwi@htransmitted signal powd? and single
side noise spectrum,, based on the assumption that the channel is white Gaussign (

fading and interference effects are not considered exighci

P

In practice, this is considered to be a SISO scenario (singlat, single output) and
Equation 1.1 gives an upper limit for the achieved erroe- 8¢SO transmission rate. If the
transmission rate is less th@nbits/sec (bps), then an appropriate coding scheme exists
that could lead to reliable and error-free transmissiontt@rcontrary, if the transmission
rate is more thar€ bps, then the received signal, regardless of the robustfetse
employed code, will involve bit errors.

For the case of multiple antennas at both the receiver artcethemitter ends (Fig. 1.4),

the channel exhibits multiple inputs and multiple outpurd &s capacity can be estimated
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by the extended Shannon’s capacity formula, as describeekisubsection.

1.6.2 General Capacity Formula

We consider an antenna array wigrelements at the transmitter and an antenna array with
n, elements at the receiver. The impulse response of the chagme=en thg'" transmit-
ter element and thi" receiver element is denoted lag (7,t). The MIMO channel can

then be described by the x ny H (1,t) matrix:

-h]_,]_ (T,t) h172(T,t> cee h]_7nt (T,t)
hoq(7,t) hoo(1,t) --- h T.t

H(T.0) = 21 (T,t) hoa(T,t) 2. (T,1) | (1.2)
o 1(T,1) hr2(T,t) -+ hmgn (T,1)

The matrix elements are complex numbers that corresponbet@ttenuation and
phase shift that the wireless channel introduces to theakigiaching the receiver with
delay t. The input-output notation of the MIMO system can now be egped by the
following equation:

y(t)=H(1,t)®s(t)+u(t) (1.3)

where® denotes convolutiors(t) is an; x 1 vector corresponding to the transmitted
signals,y (t) is an, x 1 vector corresponding to thg received signals and(t) is the
additive white noise.

If we assume that the transmitted signal bandwidth is nageeugh that the channel
response can be treated as flat across frequency, then thetelisne description corre-
sponding to Equation 1.3 is

rr =Hs;+u; (1.4)
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whereH is then, x n; channel matrixs; is an; x 1 vector corresponding to the transmitted
ny signals,r; is any x 1 vector corresponding to thg received signals and; is the
additive white noise.

The capacity of a MIMO channel was proved in [1.9] that can &@reated by the
following equation:

_ H
C= tr(rRri;\;(SpIogz [det(l + HRsH™) | (1.5)

whereH is then, x n channel matrixR« is the covariance matrix of the transmitted
vectors, H" is the transpose conjugate of tHeamatrix andp is the maximum normalized
transmit power. Equation 1.5 is the result of extended gzl calculations.

Two methodologies have been developed to exploit the cpaitered by the pres-
ence of several transmit and receive antennas in a telecamation system. The first
method exploits the additional diversity of multiple armias, namely spatial diversity, to
combat channel fading. This method is performance orienkethrgets improving the
reliability of the link, which can be achieved by the transsidn and reception of several
replicas of the same information through independent tagiaths and, hence, reduces
the probability of simultaneous signal fades. The provigbreplicas of the same infor-
mation at the receiver is referred to as diversity. The nunolbéndependent receptions
of the same information at the receiver is defined asdikersity order or thediversity
gain of the system. In a MIMO system, the diversity order is eqadhe product of the
number of transmit and receive antennas, if the channeldstveach transmit-receive
antenna pair fades independently [1.8].

the transmit and receiver antennas fdvin x Mg independent radio links and, hence,
can provide a maximum or full diversity gain equal to thisgwot. Diversity techniques
are particularly interesting in the case of a severely ratirfg environment, but the tar-

geted transmitted rate is equivalent to that of a SISO sydteother words, the additional
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antennas of the MIMO system are used to support the tranemigsa SISO system. Di-
versity methods are traditionally used in Base Stations (BS)he downlink, the BS
transmits from two or more antennas, while in the uplink therB&ives information
via several receive antennas. The diversity approach iepkarly important for systems
having a relatively small number of transmit antennas tpatate at low SNR values. A
major drawback of a MIMO system is that the transmitted dgfram distinct antennas
must be decorrelated, and hence, the antenna elements ensisfibiently separated. It
has been shown in the literature that the spacing betweenmaelements must exceed
half the wavelength of the transmitted signals. In practilte spading exceeds by three
and even ten times the signal’'s wavelength. Therefore, ithggity schemes are popular
to mobile/portable devices that have size limitations.

In MIMO systems that target maximizing the transmission egwkeption diversity, the
channel coding is named according to the domains wheresiliyes applied. Usually,
diversity is applied to two or more domains. Hence, we havac&glime (ST) coding,
Space-Frequency (SF) coding and Space-Time-Frequen) (8ding.

The methodology described previously is suboptimal for Mgystems with a large
number of transmit antennas when operating at high SNR esgiince the capacity of a
MIMO system increases according to the number of antenhias;dpacity augmentation
can be exploited differently for MIMO systems that have moitations on the number
of antennas. There are the other methods to exploit the tppmHEca MIMO system,
which are throughput oriented. In this case, the target efsystem is to transfer the
maximum possible information data. These techniques ateplarly interesting for the
case of a Line of Sight (LOS) environment, where the chartreale practically no fading.
This approach is known as Spatial Multiplexing (SM) or Lagggrace-Time (LST). The

number of extra degrees of freedom available for commuioicah a MIMO system is
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then equal to the minimum between the number of transminaateand the number of
receive antennas. Several efforts have been made recarttig iliterature to combine
the two methods described in this section. Some hybrid engagthemes have been

suggested. A trade off between diversity and multiplexiag been presented in [1.10].

1.7 Multiuser Diversity and Resource Allocation Princi-
ples

Although MIMO and OFDM technologies are strong enough fa dfficient usage of

wireless resources for a single user wireless communitaiistem, they are not enough
for multiuser multiple access wireless communicationaystlt is possible to enhance
the effective usage of wireless resources in the multiuseadband wireless commu-
nication systems by applying the wireless resources altmtananagement principles
to achieve multiuser diversity. Wireless access system#ien considered to be the
weakest link of the entire communication chain. This is ndyaue to the difficulty and

unpredictable behavior of the radio channel but also dueadeict that radio resources are
much more limited and scare than cable resources. The pnablthat while the demand

for more traffic increases at a very high pace, the avaitgtohl new spectra increases at

a much lower pace. This problem can be solved without alilogatew resources but by
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making better use of the available ones. That is the basa& afleelationship between
multiple access and resource management.

The main task for multiple access techniques is to allow iplelusers to communi-
cate by sharing the finite physical resources of a systenm asdime, bandwidth, and
transmit power. One form of multiuser diversity in bandwi@dnd transmit power do-
main is shown in Fig. 1.5. Sharing involves not only creasegarable links for multiple
communications but also reuse of available resources groodncrease their utilization.
Reuse means that at the same time instant more than one ussigses the same re-
source (e.g., a frequency channel or a time slot). Thergtloese multiple users influence
each other, sometimes causing problems, as in the casdwécsi/stems but sometimes
bringing benefits, as in the case of embedded modulatioersgstIn wireless commu-
nications, as in real life, when sharing of finite resoureesatisfy individual needs (i.e.,
QoS) is involved, it is always related to the managementedgdhresources since the shar-
ing should be done in a fair and efficient way. The followingi@el approaches to radio

resource management can be identified [1.3].

1.7.1 Fixed Resource Allocation

Fixed resource allocation is historically the oldest apgtoto the problem of resource
management. Here, certain resources (such as frequenogath@ time slots) are as-
signed permanently to certain users. This approach igséiient in contemporary com-
munication systems. For example, in GSM where one of theogtior frequency plan-
ning is to assign a frequency permanently to transceivecerin base stations. This
is the worst-case design aiming to provide a minimum cataenterference (C/I) ratio

over the majority of a system’s service area. Obviouslydfisesource allocation, though
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simple and not requiring the knowledge of the environmera vg8aste of resources for

most of the time when the worst-case assumption is too siming

1.7.2 Random Resource Allocation

In the random resource allocation scheme, resources der egndomly allocated or
randomly accessed. Examples of randomly accessed timeroesoare multiple access
schemes based on ALOHA and its derivatives (CSMA/CA, CSMA/CXariples of
randomly allocated frequency resources are spread spe(®8) techniques, such as fre-
qguency hopping (FH) or direct sequence (DS) SS. These S&sysian also be treated as
interference averaging techniques, and usually they gedvetter performance than fixed
resource allocation. Their advantages stems for the fattwithout having a detailed
knowledge of the environment on average, it is better tocati® resources randomly,
since the negative effect of the environment (noise, iaterice, channel attenuation) will
be averaged over all users without risking that some of thensignificantly affected, as

is the case of fixed resource allocation.

1.7.3 Adaptive Resource Allocation

The allocation process in adaptive scheme is based on th#edeknowledge about the
environment and the user’s requirements; the resource geamaakes decisions about
which resource should be allocated to which user. In this, wegources are allocated
according to their quality and users’ needs. One of the elesngf adaptive resource
allocations is dynamic channel allocation (DCA) [1.11], wh@ channel from a com-

mon pool is allocated to a user based on the measured C/| .stAtlesptive resource
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allocation operating in the interference limited envir@amncan also be named as inter-
ference avoidance. These methods provide an even betfermpance than the interfer-
ence averaging methods. Here, adaptation is seen as thedéesss factor [1.12]. The
drawback of these methods is necessary to obtain detafl@tiation about the environ-
mental conditions. If we will consider about the adaptiveoace allocation techniques
in the multiuser MIMO-OFDMA wireless communication systeifmen in this multiuser
MIMO-OFDMA wireless communication system, users might aeefd with multipath
fading but have independent fading parameters due to thfgraht locations. The prob-
ability that a subcarrier in deep fade for one user may alda bdeep fading for the other
users is quite low. Hence, multiuser system creates chalwveisity as the number of
user increases. Therefore, in multiuser OFDM environntaetsystem needs to allocate
bits as well as subcarriers adaptively to the users. Adalgtassigning resources to each
user based on the channel condition can give better perfareneompared to the other

two schemes, which is called multiuser diversity.

1.7.4 Proportional Fairness Resource Allocation Schemesin MIM O-
OFDM System

The most important features in the next generation mobadivand wireless access is
to give the much higher data rate and support of differeffidrarofiles for different users

with different channel condition in the wireless commutima system. In this case, one
algorithm is required which can give the proportional date fairness among users with
different level of services in the wireless communicatigatem under the constraint of
scare wireless resources. Therefore, the base statiotdsilmcate the resources based
on the proportional fairness among users in the system favea dime interval. Pro-

portional fairness implies that each user should get thegteemined subscribed amount
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of system resources. The tradeoff between maximizing teeesythroughput and maxi-
mizing the proportional data rate fairness among userseigystem should be concerned
carefully. If only system throughput maximization is desithen resources get allocated
to users with good channels while starving users with poanokls might be occurred.
That's why , we will emphasize on the research work which cae the better system
performance (i.e., better BER for same throughput ) undecdhstraint of total available
transmit power and proportional data rate fairness amoagsus the particular wireless
communication. There have a lot of papers which consideregle the fairness among
users in the system. But, most of them considered only in MIMOBDMA field [1.13]-
[1.18].

It is well known that using MIMO and OFDMA together gives rigegreater system
capacity. That's why, we will emphasize on the MIMO-OFDMAated research work
to give the higher data throughput than SISO system. ButareBef resource allocation
for multiuser MIMO OFDM environments with different datartlughput requirements
for each user is still an open research field, though somemgsers studied about rate
fairness among users in the MIMO-OFDMA system [1.19][1[2@1] and [1.22]. But,
these schemes have some weak points to use the system essefiidently. They did
not consider about the various channel conditions in theless system. They just chose
the best carriers for each user and then applied the fixechdilbm of power and bits to all
of the allocated subcarrier. If they want to use the systesoueees efficiently, they have
to use the adaptive bit and power loading. But if they applesl adaptive bit and power
loading to the system, they could not give the guarantee ropgational data rate fair-
ness among users in the system. Because their resourcetiaboseheme assigned the

resources without considering various channel conditioindquency and space domain
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of the system. Therefore, most of the system resources méivasted without using ef-
ficiently. If we consider different channel conditions faiferent users with adaptive bits,
power and subcarrier allocation scheme more approprjdbayisage of system resources
will be more efficient. In our proposed scheme, we can use migtthe system resources
efficiently but also give the guarantee for proportionabdate fairness among users in
the system. In chapter 2 and 3 we propose a subcarrier, bp@ndr allocation scheme
for MIMO-OFDM wireless communication systems to maximize total throughput un-
der the constraints of total transmit power and proporiidaga rate fairness among users

in the system.

1.8 Antenna Selection in MIMO Systems

MIMO systems, which employ multiple transmit and receivéeana elements, substan-
tially improve the data rates that can be transmitted overctrannel and the reliability
with which they can be received without any additional baidthvy Higher data rates are
achieved by transmitting multiple data streams simultasousing spatial multiplexing
techniques. For spatially uncorrelated channels, therd#ta even increase linearly with
the minimum of the number of transmit and receive antennaehs [1.23]. Increased
reliability is achieved by exploiting spatial diversity segnificantly reduce the probabil-
ity that the channel is in a deep fade. Orthogonal spacettioek codes and space-time
trellis codes are examples of diversity techniques taillaeMIMO systems. A single
input multiple output (SIMO) system, which combines the snagceived copies of the
transmitted signal to improve reliability, is another exaenof a spatial diversity system.

While MIMO systems perform impressively, an important picadtproblem arising with
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the deployment of multiple is the cost of the hardware andaigrocessing complex-
ity, power consumption, and component size in the tranemaénhd the receiver associ-
ated with every additional antenna [1.3]. One of the maiptd behind this increase
in complexity is that each receive antenna element reqaigsdicated radio frequency
(RF) chain that comprises a low noise amplifier, a frequenayndconverter, and an
analog-to-digital converter, and each transmit antenemeht requires an RF chain that
comprises a digital-to analog converter, a frequency upsexer, and a power ampli-
fier. Moreover, processing the signals received in spatidtiptexing schemes or with
STTCs calls for sophisticated receivers whose complexityeimses, sometimes expo-
nentially, with the number of transmit and receive antenleaents. This increase in
complexity has inhibited the widespread adoption of MIMQtsyns. For example, the
third-generation cellular system specification (3GPPjemnity supports only an optional
two antenna space-time transmit diversity scheme and dateiequire the handsets to
have more than one antenna element [1.25]. Sophisticatbditpies that employ spatial
multiplexing or support more antenna elements have metauitisiderable opposition in
3GPP. While the adoption of MIMO has made headway in the nereration wireless
network, which aims to transfer raw information at ratesaggethan 100 Mbps in high
mobility outdoor environment and 1Gbps in low mobility iraenvironment, complex-
ity considerations are likely to make the adopted MIMO sceeawith a small number of
antenna elements. Antenna selection is a solution thatadges some of the complex-
ity drawbacks associated with MIMO systems. It reduces #elWware complexity of
transmitters and receivers by using fewer RF chains thanuimdar of antenna elements.
While the antenna elements are typically cheap, and in sosesae just a patch of
copper, the RF chains are considerably more expensive. émaatselection, a subset of

the available antenna elements is adaptively chosen bytatsvand only signals from
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the chosen subset are processed further by the availabled&#scl@Given its promise as
a low-complexity solution, antenna selection has receigatsiderable attention recently.
It has been considered at the transmitter (transmit antsgination [TAS]), at the receiver
(receive antenna selection [RAS]), and at both the tranemattd the receiver (transmit
and receive antenna selection [T-RAS]). Its performancebkas explored from various
angles such as capacity and outage for spatial multiplexyistems, and diversity order
and array gain for space-time coded systems. divesity order quantifies the effective-
ness in avoiding deep fades and is defined as the slope oty®rmbol error probability
vs. input signal to noise ratio (SNR) curve for high SNRs. @hay gain quantifies the
improvement in average SNR seen at the combiner output wigeals received by the
multiple antenna elements are combined. As we shall seenaaselection - for a variety
of MIMO techniques - achieves the full diversity inherentlie system at the expense of
a small loss in array gain compared to a full complexity gystee., a system that can
always allocate RF chains to each and every antenna elemeathex way of stating this
is that for the same number of RF chains, using additionahaatelements with antenna
selection outperforms a system that lacks additional aatesbements. Antenna selec-
tion has been found to modify, on a fundamental level, thexaph Gaussian signaling
required to transmit information at the maximum possibte.r&Considerable effort has
also been spent to develop various criteria, both optimaldbmplicated) and suboptimal
(but simple), to implement antenna selection algorithmaweler, the antenna selection
solution depends, of course, on the signaling scheme, teéves architecture, the opti-
mization criteria and the nature of channel knowledge aléel There have two criteria

for antenna selection:

e 1. Maximum information rate (VBLAST in spatial multiplexifgIMO system)
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Figure 1.6: Antenna Selection Model
e 2. Minimum error (such as OSTBC transmission in MIMO system)

Between these two criteria, we will focus on the maximizingrdbrmation rate in the
spatial multiplexing MIMO system to fulfill the demand of higlata throughput in next

generation mobile users.

1.8.1 Implementing Antenna Selection: Criteriaand Algorithms

Let Ny andN; denote the number of antenna elements that are availakdl@dbuneces-
sarily used every time) at the transmitter and receivepeesvely. LetL; andL, denote
the number of RF chains at the transmitter and receiver, cdgply. We always have
1<L; <N and 1< Ly <N;. A block diagram representation of antenna selection at the
transmitter and the receiver is given in Fig. 1.6. The tratteohsignal, of sizéN, x 1, is
denoted by. The signaly, of sizeN; x 1, received by th&, antenna elements is given
by

y =Hx+n (1.6)

wheren represents noise and the matrxof sizeN; x N;, denotes the instantaneous
channel state. Unless otherwise mentioned, the elemehtaoé assumed to be indepen-
dent of each other. In case of TAL; elements ok, which correspond to the transmit

antenna elements not chosen, will be 0. The noise vattof,sizeN; x 1, is a zero-mean
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complex white Gaussian random vector. To simplify notatisa shall use< to also de-
note thel; x 1 transmit vector ang to denote the., x 1 receive vector that correspond
to only the selected transmit and receive elements, rasphct The notation shall be
obvious from the context. The total power transmitted frdhiree antennas is denoted
by p. Without loss of generality, we shall assume that each awian andH has unit
variance. Therefore, the average SNR of the signal inputyaeceive antenna element
equalsp/L; when the power is equally allocated among lthéransmit elements.

In TAS, the transmitter needs to exami@lt‘) possibilities to choose the best subset

of Ly antenna elements out of tiNg available. Similarly, in RAS, the receiver needs to

examine ’Clr possibilities. In the case of T-RAS, the number of possibgiballoons to
r

(E‘) (T:) and coordination between the transmitter and receivegsired to choose
the optimal transmit and receive antenna subsets. The oamabial increase in the num-
ber of possibilities makes an exhaustive search imprdatiean for moderate values of
Ne andN;.

Therefore,it is necessary to develop the reduced complexéntenna selection algo-
rithm for the MIMO systems although there have a large numbsub-optimal selection
algorithms and heuristics with varying levels of complgxitave been proposed in the
literature [1.26] and [1.3]. The complexity of antenna sat& will depend on receiver
architecture (Maximum Likelihood or Zero Forcing etc.rgrismission schemes such as
diversity or spatial multiplexing systems, kind of the chahenvironments and polar-
ization of the antennas etc. Most of these previously pregadgorithms are mostly
considered for uni-polarized antenna in rich scatterindtirppath channel environments.
But, in the real world condition, we might face with not onlymline-of-sight (NLOS)

condition but also with line-of-sight condition. In thatseg we should consider to use

the cross-polarized antenna to reduce the correlatiorteffa the spatial multiplexing
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MIMO systems. Therefore, we emphasized on the developnferidaced complexity
antenna selection for spatial multiplexing MIMO systemhadtual-polarized antennas.
Therefore, the complexity reduction in antenna selectmreme is proposed in chapter

4.

1.9 Postion of the Research and Contributions in this
Dissertation

This section briefly describes the position of the researdhe mobile broadband wire-
less communication area and the contributions in this desen. The research in this
dissertation mainly focuses on three research directiprgportional data rate fairness
resource allocation for downlink MIMO-OFDMA wireless commication system and
proportional data rate fairness resource allocation fdinkpmultiuser MIMO-OFDM
wireless communication system and reduced complexityaratitenna selection method
for MIMO wireless communication system. Figure 1.7, 1.8 datble 1.1 provide an
overview of the motivation of the research, how they areteelan the mobile wireless
communication system.

As shown in Fig. 1.7, there are three principal researclsareaireless communica-
tion system. In the OFDM related research area, we can dasudacallocation research
work or we can consider how to reduce the Peak to Average PRatss (PAPR) or how
to reduce the guard interval in the OFDM system etc. In ttisaech area, we can also get
some advantages and disadvantages for the wireless cocatianisystem. As for the
advantages, the wireless system is robust to be used in theld&d channel condition
and the disadvantages are increasing in PAPR and frequdisey error in the wireless

system.
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If we are doing research works in the MIMO area, we can chooseesresearch
works such as channel estimation, antenna selection,ipetian or receiver design to
improve the overall performance of the MIMO system. By usinig/i® system, we can
also improve the capacity or BER performance of the wirelgstes without increasing
the transmit power or the available bandwidth of the wirglsgstem. That is one of
the advantages of using MIMO technology in the wirelessesystOn the other hand,
wireless system is limited to use only in the flat fading clremondition if we apply the
spatial MIMO technology in that system and there will be @asing in hardware cost and
complexity in the MIMO wireless system and these are sombeftltsadvantages of the
MIMO technology in the wireless communication system.

The last part of research area in this dissertation is theures allocation area. We
can get the advantages of diversity and effective usagestésyresources if we use the
resource allocation techniques in the wireless commubitaystem. But it has also a
disadvantage of increasing in complexity for the wirelemsimunication system.

Although there are some disadvantages in each area A, B and €amwremove some
of the disadvantages in each research area if we combine the&snologies as shown in
the middle of Fig. 1.7. There has overlapping areas in thalmidf Fig. 1.7, and we
can get some advantages such as: degree of freedom in maasion, we can use the
wireless system not only in the narrow band flat fading camadibut also in the wide
band frequency selective fading condition and efficiengas# system resources in more
dimension condition.

Therefore, | am doing research works in these overlappiegsaand chapter 2 and 3
are research works related to the middle of overlappingsafeznd B and C as shown in
Fig. 1.8. At first, | propose the resource allocation scheaneMIMO-OFDMA down-

link wireless system under the proportional data rate émsramong user in the system.
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By using this proposed method, we can use the system resauaresefficiently in the
frequency domain as well as space domain and because offtbisrg usage of system
resources, the BER performance can be improved under thentimoyal data rate fairness
requirement among user in the system. In this proposed mgtisers are separated in the
frequency domain to distinguish their data in the wirelgstesn. By using this kind of
user separation, we can reduce the complexity of propos#tbahbut it will also limit the
usage of same frequency for different user at the same time ¢an use same frequency
for different user at the same time, the total system capagit be increased according
to the number of transmit and receive antennas in the MIM@less system. Therefore,
we propose another resource allocation scheme for theuseitMIMO-OFDM uplink
system under the proportional data rate fairness requitearaong users in the system.
This time, users are not separated in the frequency domairelore, they can transmit
their different data into the same frequency at the same ltiased on the number of re-
ceive antenna in the base station system. Because of thigpperg in the frequency
domain, we can use system resources more efficiently in tbjgosed method.

In the Fig. 1.7, we already mention that the combine effeaceséarch areas A and
B and C will be increase the system complexity and that is drtheodisadvantages in
proposed methods in chapter 2 and 3. In the mobile wirelessramication system,
base station has to compute channel estimation, channelg;atibcarrier, bit and power
allocation etc for each user in the system and this will cdlnednigh computational com-
plexity in the base station. Therefore, it is necessary doice the complexities in each
step of the wireless communication system as much as pedsibkeduce the over all
processing time for the mobile wireless system. Therefoeealso propose the reduced
complexity scheme for the antenna selection in the MIMO le@ggs communication sys-

tem in chapter 4. Moreover, antenna are one of the resoufee@isabess communication
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Figure 1.7: Position of research works in the broadband lmelreless communication

field.

system and if we are selecting the antennas in the MIMO systensan also call this an-

tenna selection as one of the resource allocation methdtie wireless communication

system. Therefore, overlapping area of B and C is relatetapter 4 as shown in figure

1.8.
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Chapter 2: Resource Allocation for Chapter3: Resource Allocation for
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Huge complexity in most of resource allocation schemes.

So, reduce the complexity as much as possible in each
step of wireless communication system.

So, try to reduce the complexity in antenna selection for
MIMO system.

Figure 1.8: Research works and their relationship in thesdiggon.
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Table 1.1: Summary

Chapter Contents

Chapter 1| Itintroduces the promising technologies of 4G such as OFMINM/|O,
efficient resource allocation in wireless communicatiostegn and re-
duction of complexity in that system, which can be used ferdbvel-
opment of next generation wireless communication.

Chapter 2| This chapter presents the resource allocation scheme fdi-Mput
Multi-Output Orthogonal Frequency Division Multiple Acge(MIMO-
OFDMA) broadband mobile wireless communication systemniext
generation. In this case, users are separated in frequemsgid and
they can not transmit their data in same frequency with otisers at
the same time.

Chapter 3| The resource allocation scheme with proportional datafeateess is
proposed. But, this chapter considers to use the radio érexyuspec-
trum more efficiently by using same frequency to transmitdifier-

ent user's data at the same time in the system. Thereforeaweise
scare spectral resources more efficiently in the MIMO-OFDivkless
communication system environments under the consideratipropor-
tional data rate fairness constraint and QoS requirementsmg users
in the system.

Chapter 4| Reduced complexity antenna selection method for practitidiiO
communication system is proposed based on Singular vakmngmso-
sition (SVD) and polarization effect in the antenna system.

Chapter 5| We conclude this dissertation and discusses the furthdy stiresearch
works.
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Chapter 2

Proportional Data Rate Fairness
Resour ce Allocation Scheme for
MIMO-OFDMA System

In the conventional subcarrier and power allocation sclsam#&ulti-Input Multi-Output

and Orthogonal Frequency Division Multiple Access (MIMG-OMA) systems, only

equal fairness among users has been considered, and noesidrgmroportional data rate
fairness is considered. In this chapter, a subcarrier,rat@ower allocation scheme is
proposed to maximize the total throughput under the conssraf total power and pro-
portional data rate fairness among users. In the proposesrss; joint subchannel allo-
cation and adaptive bit loading is firstly performed by ussimggular value decomposition
(SVD) of channel matrix under the constraint of users’ dat@ughput requirements,
and then adaptive power loading is applied. Simulationlteshow that effective per-
formance of the system has been improved as well as eachgtipatiis proportionally

distributed among users in MIMO-OFDMA systems.
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2.1 Introduction

Spatial Multiplexing offers high channel capacity and sassion rate for the same
bandwidth without additional power requirement by emphgymultiple antennas at the
transmitter and receiver. However, high data transmissdimited by Inter-Symbol-
Interference (ISI). Orthogonal Frequency Division Mukixing (OFDM) uses the spec-
trum efficiently by spacing the channels closer together el ag it gives the ability of
reducing ISI. The combination of these two technologieddess researched for the most
promising technique for the next generation wireless syste

Users of multiuser OFDM system observe multipath fadingiawe independent fad-
ing parameters due to their different locations. The prditalithat a subcarrier in deep
fade for one user may also be in deep fade for other userstis lgw. Hence, multiuser
system creates channel diversity as the number of uselisese Therefore, in multiuser
OFDM environment, the system needs to allocate bits as wedluacarriers adaptively
to the users. There are two classes of resource allocatlensss; fixed and adaptive
resource allocation schemes. Fixed allocation schemetinseslivision multiple access
TDMA) or frequency division multiple access (FDMA) to alkte each user an inde-
pendent time slot of subchannel. On the other hand, fixedatitmn scheme does not
consider the current channel condition for each user to patéer performance in the
system. Therefore, adaptively assigning resources toesatbased on the channel con-
dition can give better performance compared to fixed scherhigh is called multiuser
diversity. Adaptive subcarrier and modulation for muleu©FDM systems with single
input single output (SISO) has been studied extensivel\L][22]. Because of the vari-

ous channel conditions among different users, the userhigtirer average channel gains
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might use most of the system resources. Therefore, it isssacgto consider the fairness
among different users in the system.

In [2.3], Rhee and Cioffi consider the fairness problem by maaing the worst
user’s capacity and give the equal fairness among usersisytstem. However, dif-
ferent data throughput for different users in various smwviand multimedia applications
is required. Thus, it is necessary to develop the resoutoeation scheme for different
data throughput requirement in multiuser wireless systeimg§2.4] Shen considers an
adaptive resource allocation scheme in multiuser OFDMesystwith proportional rate
constraints. However, this algorithm only considers thétioeer SISO OFDM case. Re-
search of resource allocation for multiuser MIMO OFDM eowiments with different
data throughput requirements for each user is still an opsearch field, though some
researchers studied about rate fairness among users inlk@M@FDMA system [2.5].
They consider rate fairness by counting the total numbell@ta@ed subcarriers for each
user. However they do not consider for the various channakgz different subcarrier
conditions in each user. Some users with equal rate faifmgsdifferent channel gains
might use equal number of subcarriers in the systems. Tterdéen no consideration
for different data rate requirement for different chanrahg in different subcarriers. In
the conventional allocation schemes, equal power and tetsaléocated to the selected
subcarriers of the user. These methods cause performagidéon if the gap of chan-
nel gain is high in the MIMO system because the bad channetigaserror probability.
Therefore, most of the system resources might be wasteautithsing efficiently. If
we consider different channel conditions for differentrgsgith adaptive bits, power and
subcarrier allocation scheme more appropriately, theaisdgystem resources will be

more efficient.
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In this chapter, we propose a subcatrrier, bit and power alloe scheme for MIMO-
OFDMA systems to maximize the total throughput under thestramts of total power
and proportional data rate fairness among users in themsydtethe proposed scheme,
subchannel allocation is performed based on singular wsaemposition (SVD) method.
We allocate the channel to the user who has the lowest dataat in the system and
the largest singular value in the minimum Eigen mode of thanoel. We also apply
the rate calculation method to control the rate ratio foiouss kinds of channel condi-
tions among users in the system. To use the adaptive bitigadidifferent subcarriers
with different channel condition, it is necessary to kno# thhannel capacity of each sub-
carrier in the system. Subcarriers allocation is done utiteeconsideration of different
channel capacities in each subcarrier in the system. THigigain idea of our proposed
scheme. In the conventional scheme, flat modulation modesqudl power loading for
all subcarriers are used in the system although subcatlieaton is adaptive. If sub-
carriers with bad channel conditions use equal power ane saodulation mode as other
good subcarriers, the bit error rate in the system might beeased, because of different
channel condition in space and frequency domain. That's wéyallocate the subcar-
riers among users in the system under the considerationagftiad bit loading in each
subcarrier. And then, we apply the adaptive power loadinfpeégoredetermined subcar-
riers for each user in MIMO-OFDMA system. Simulation reswidhow that the system
performance is improved as well as throughput is propoafigrdistributed among users
in MIMO-OFDMA systems. This paper is organized as followgctn 2.2 introduces
MIMO-OFDMA system model under consideration. Section 28atibes the proposed
subcarrier, bits and power allocation scheme. Sectiontfws simulation results, and

conclusion is shown in section 2.5.
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Figure 2.1: MIMO-OFDMA downlink system.

Fig. 2.1 shows the block diagram of our system model undesideration. We consider

the down link of a MIMO-OFDMA system equipped wit¥l subcarriers and transmit

antennas. There akeusers, each of which h&receive antennas. A frequency selective

fading channel is characterized byignificant delayed paths. The channel matrix of user

k on subcarriemis J x M matrix and it is denoted by

where

of K" user omi" subcarrier. The received sigrRk 1 vectorYy m= [Y& Y2 -+ YR

M.k, m k,m k,m

h1,1 h1,2 e hl,J

k. k,m km k,m
H*M = [hy; hys hy;
k,m k,m k,m

_hR,l hR,z T hR,J_

(2.1)

hf’jm is the channel gain from th" transmit antenna to th&" receive antenna

at themt" subcarrier fokt" user is then

Yk,m - \/EH k.,mSk,m‘f' Nm

]T

(2.2)

whereS m is theJ x 1 complex transmitted signal vectfyt _y2 .- yR T and
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\/Es is the average transmit energy per anter¥iais theR x 1 noise vector and its ele-
ments are independent identically distributed (i.i.dy@larly symmetric complex Gaus-
sian variables with zero-mean and varianc&lgf

The system model is developed under the following assumgtia) the transmitted
signals experience quasi static frequency selective Rfyleiding which can be mod-
eled as a collection of1 parallel flat fading channels due to cyclic prefix (CP) added
to each OFDM symbol. As a result, the channel remains un@tfrgm the time that
measurements are made until the data packet is transn{itleitie channel state informa-
tion (CSI) is perfectly known by the receiver, and each usedlbacks a certain form of
channel information correctly to the base station (BS). g¢ire CSI feedback from all
users, the BS allocates a set of subcarriers and transmitsr @owl data bits to each user
based on a given criterion. The subcarrier and bit loadifgymation are sent to thig
users via separate control channels. The data stream ¢&divito multiple sub-streams
and each antenna transmits independent symbol. We intdthecidea of proportional
fairness into the system by adding a set of rate ratio cansira

The proportional rate fairness is defined as follows:

Ci/p=--=C/pxk=---=Ck/pk foruserk =1 toK, (2.3)

whereCy is actual data rate ang is predetermined proportional rate fairness value of
userk, respectively. If user 1's predetermined proportionag fatrness valug; is double
compared to all other values of remaining users who havel gojortional rate fairness

values

P1/2=p2=p3="--= K, (2.4)
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2.3 Adaptive Resource Allocation for the System

then actual date ratg; of user 1 has to be doubled compared to all other remaining
users’ actual date rat€f = C3 = - - - = C) to satisfy (2.3). Thus, we can control the data
rate fairness among users in the system according to tregleggrmined proportional data
rate fairness valuep{ = --- = px = - -- = pk) in the system.

The benefit of introducing proportional fairness into theteyn is that we can explic-
itly control the capacity ratios among users, and ensutteetheh user is able to receive a

fair amount of data throughput according to his predeteechirate ratio among users.

2.3 Adaptive Resource Allocation for the System

We use V-BLAST algorithm implementation based on zero fagiF) detection com-
bined with symbol cancellation to improve the performandelevmaintaining low im-
plemental complexity [2.6]. When symbol cancellation isdystae order in which the
sub-streams are detected becomes important for the operddirmance of the system.
Performance of spatial multiplexing with linear receivdepends on the minimum SNR
induced by the particular subset of transmit antennas. fEmsmitted symbol with the
smallest postdetection SNR dominates the error perforemahthe system [2.7]. That's
why we use the minimum SNR as a key factor to choose the beshanhel for each
user. The dispread signad}, can be obtained by correlating the received sigfiglwith

pseudo-invers®&y, of the channel matriid .

Zm=UnYm= \/gsumHmSm‘*’ UmNm (2-5)

For the ZF receiver, the post-processing SNR of the wdfssub-stream is expressed

in [2.8]
Es

ZI:rm,min ZA%n(Hm)J_NO (2-6)
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2.3 Adaptive Resource Allocation for the System

whereAnin(Hm) represents the minimum singular value of channel méatrix<F [ m,min
is the minimum post-processing SNR of #é subchannel for zero forcing receiver. The
expression in (2.6) confirms the intuition that the perfonoeof linear receivers should
be improved as the smallest singular value of the channedases.

When the transmitted signal reaches the receiver; it is latee by virtue of the ge-
ometry at the receiver. If we assume that there is uniformetation at the receiver in

2 x 2 MIMO channel, then the correlated channel malttixan be expressed as

ol hiy hio | q1p2
H= { Moy oo } =I5 "HwB, (2.7)
where
1 a
IrR= a 1 (2.8)

is a receive correlation matrix ardis a correlation coefficient whose value is in the
range of O (no correlation) and 1 (full correlatiottj, is a spatially full rank orthogonal

channel matrix and in the case ok2 MIMO channel, it is expressed as

1 -1
Hw:{l 1 } (2.9)

Average channel gaifi is defined as the average value of the absolute channel gain

of MIMO channel matrixH and is calculated by using following equation

R J
B=535272 b | (2.10)

The value ofAyin(Hm) can be obtained by using SVD method. SVD method de-

composes the channel matik into a diagonal matridxS of the same dimension with
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Figure 2.2: Relationship between singular values and @iroel coefficient.

non-negative diagonal elemem$H,) in decreasing order, and unitary matri¢¢sand
V so that.

rank(H)
H=uUsv" = Zx uisvi (2.11)
i=

In the above equationy; andv; are the left and right singular vectors wishde-
noting the singular values that are arranged in descendihgr.oThe results of singu-
lar values obtained by singular value decomposition on ieblamatrixH with various
channel correlation coefficients and average channel gamshown in Fig. 2.2 and

Fig. 2.3respectively. We draw Fig. 2.2 based on the follgnaanditions:

e 1) The average channel gghis kept constant to be 1 for all values to show the

relationship between singular values and correlationfimoexfit.

e 2) The value of correlation coefficientis changed from 0 to 1 with 0.1 increment

in each step.

On the other hand, we draw the Fig. 2.2 based on the followamglitions:

49



2.3 Adaptive Resource Allocation for the System

20

= maximum singular values
= minium singular values
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Figure 2.3: Relationship between singular values and aearhgnnel gain.

e 1) The spatial fading correlation coefficieatis kept constant to be 0.5 for g8l

values to get the relationship between singular values esihge channel gain.

e 2) The value of average channel g#ins increased from 1 to 11 with 1 increment

in each step.

Since we keep one parameter to be constant while the rerggmairameter is incre-
mented step by step in these figures, the maximum and minirmgular values become
deterministic. Note that in real case, since the channefixnatrandom, the values of
average channel gain and correlation coefficient are atstora. Thus, in our simulation
of MIMO-OFDMA system, random variables @f and 3 are used to obtain the BER
performance.

As shown in these figures, the valuedafn(Hnm) is effected by two factors. One factor
is fading correlation of channel matrkt. As shown in Fig. 2.2, low correlated channel
matrix has higheAnin(Hym) value than highly correlated channel matrix. Thereford; fa

ing correlation of channel matrik heavily effects on the value ofyin(Hm) for each
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2.3 Adaptive Resource Allocation for the System

subcarrier among users in the system. Fading correlatidtheo€hannel matrid may
also vary from user to user according to their location indgtem. The more channel
fading is uncorrelated for channel matti the higher value oApin(Hm) is obtained by
singular value decomposition. If the channel matiixs an orthogonal channel matrix,
then we can get the maximum capacity for the system. On thex bnd, highly corre-
lated channel matrix has high&kax(Hm) value than lower correlated channel matrix.

The second factor, which influence on the valué gf,(Hm) is average channel gain
of the channel matrix. Figure. 2.3 shows the relationship between average chgaime
andAmin(Hm) value. Channel matrix with higher average gain has higheusam value
than channel matrix with lower channel gain under the sami@decorrelation condition.
Because of the various locations of the users in the systamg thay be different channel
gains among users in the system. Therefore, their chanims gy be varied from user
to user. Some users may have better channel gain and higihé ) values than other
users who have lower channel gains. In Fig. 2.3, we can seégtaAn.x(Hm) and
Amin(Hm) values are increased when channel gains are increased thedsame fading
correlation condition.

In the MIMO system, good channel condition has low correldsgling channel ma-
trix and higher channel gains. We can know the best channekich user based on these
two factors. But sometimes one user may have good channeWgimighly correlated
channel matrix and the other user may have low channel gaimlew correlated chan-
nel matrix. In this condition, it is very difficult to considée best channel condition by
simultaneously comparing the average channel gain anddautirrelation. Fortunately,
these average channel gain and fading correlation ardlgiretated toAin(Hm) and we

can know the better channel condition by comparing thesgHm) values. Therefore,
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2.3 Adaptive Resource Allocation for the System

Amin(Hm) can be used as an appropriate performance indicator to etthesbesmth
subchannel fok!" user.

Our aim is to maximize the total data throughput under thestramts of total transmit
power and proportional data rate fairness among users isysiem. The allocation

problem is formulated as:

K M J
max(Ceotal ) = (Z > Zbk,j,m>, (2.12)
K=1m=1j=1
subject to:

K M J

Z Z z bk] m < F)total, (2-13)

k=1m=1j=1

G _ % _ %, (2.14)

pP1 P2 P

where ( k=1,2,---K) is a predetermined rate ratio of usein the systemCig4
andR4 are total data rate and total available transmit power irsyis¢em, respectively.
The convex functiomy j m(bx j,m) represents the amount of energy necessary to transmit
by j.m bits from thej™" base station transmit antenna to kfeuser on then" subcarrier.

Subcarriers, bits and power should be allocated jointlyctoeve the optimal solution
in (2.12). However this causes the high computational cerigy at the base station in
order to reach the optimal allocation. Moreover, baseamtdias to compute optimal sub-
carrier, bits and power allocation as the wireless chanmehges frequently. Hence, we
separate the resource allocation scheme into two stepsiy joint subcarriers alloca-
tion and bit loading algorithm, and power distribution aitfum, to reduce the complexity,
while still delivering the proportional data rate fairnessong users in the systems.

In the first step, subcarrier allocation to each user anahadihg to the assigned sub-

carrier are jointly calculated based on than(Hm) value and minimum SNR for each
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2.3 Adaptive Resource Allocation for the System

transmit antennas under the constraint of date rate ratamgrasers in the system. We
will use the value ofAnin(Hm) to choose the best subcarrier for each user. After choos-
ing the best subcarrier for each user, it is necessary talesédécthe number of bits for
that particular subcarrier to know the data rate for each tsgive the data rate ratio
requirements among users in the system. In the MIMO systdfareht transmit anten-
nas of different users might have different channel cooditiTherefore, it is possible to
transmit the different number of bits with different trarispower according to the partic-
ular transmit antenna’s channel conditions. So, diffepenter loading can be applied to
each transmit antenna according to the channel conditiparicular transmit antenna’s
channel condition. Here we transmit the same amount of fwta ach transmit anten-
nas for particular subcarrier to reduce the complexity oVBEAST receiver. Therefore,
the number of bits to be transmitted is calculated based envtirst transmit antenna’s
channel gain for predetermined subcarrier assignmengr Aftsigning the subcarrier and
number of transmitted bits for each subcarrier among us¢hgisystem, power allocation
is done for each subcarrier based on the channel conditieadt transmit antennas for
the user. Section 2.3.1 and 2.3.2 explain the joint suleraand bit allocation algorithm

with SVD method and adaptive power loading, respectively.

2.3.1 Joint Subcarrier Allocation and Bit Loading Algorithm

In this joint subchannel allocation and adaptive bit logdatgorithm, equal power distri-
bution is assumed among all subchannels. At first, the béstsuer is chosen by each
user in the first iteration from user 1 kaccording to theidmin(Hm) value. After the first

time round robin iteration, it is necessary to know theiradattes for the requirement of
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2.3 Adaptive Resource Allocation for the System

proportional data rate ratios among users in the systenreidre, the number of bits to
be transmitted in the chosen subcatrrier is estimated as

S\|kain
b = log, <1+ GAF;m> ,

(2.15)

WhereSNRk“jinq denotes minimum SNR among the base station transmit argen tize
k" user onmt" subcarrier. GAP is SNR gap, which is tuning parameter thataztierizes
the bit error rate (BER) performance of the system. Differeties of GAP yield differ-
ent SNR threshold levels for adaptive number of bit loadiflge meaning and derivation
of (2.15) are described in Appendix A.1. The adaptive logdiguation in our proposed
scheme is a low complexity method to achieve power and ratienization based on
knowledge of the subchannel gains [2.9]. This adaptivedatiing algorithm has five
possible square MQAM signal constellations modes, whiehnartransmission, BPSK,
QPSK, 16QAM and 64QAM. We use (2.15) to calculate the sugtdliis for each user’s
predetermined subcarrier allocation. To get the simpl®dieg at the receiver side, we
will use the same number of bits on all of the base statiorstréinantennas to thi¢"
user onmi" subcarrier. Therefore, we omitted the subsciiin by j.m the by m symbol
and used symbol to be simplified. The céigg, = 0 implies no data transmission for the
particular carrier. By using (2.15), we get the estimated mens of bits fork!" user on
m" subcarrier. The estimated numbers of ltnﬁ%n is not integer number. So, the integer
valueby m is obtained by rounding the value kﬁf‘m to the nearest mapped symbol which
conveys either 0,1,2,4 or 6. The relationship between bidsequired SNR is non-linear,
because of the semi-log relationship between bits and SMNRvalt means that much
more SNR is required to use higher QAMs constellation coegbarth BPSK and QPSK

modes to meet the same BER requirement [2.10]. The data rat¢adt user is necessary
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2.3 Adaptive Resource Allocation for the System

to update by using (2.15) to get the resultant data rate fdr eser. The algorithm can be
described as follows:

Step 1: Initialization (first time round robin)

a) SetCy =0, =¢@fork=1,2---K

b) SetA=1,2,---M.

Step 2: Fok=1toK,

a) Findm satisfying| Anincm) | > |Amingkiy| for alli € A

b) Let, wx = axUm, A= A— mand updat€, by using (2.15).

Step 3: WhileA is not equalp, ,(after first time round robin)

a) Findk satisfyingCy/px < Ci/pi, foralli,1 <i <K,

b) For the foundk, find m satisfying| Apinkm | > |Amink)| for alli € A

c) For the foundk andm, let ay = wUm, A= A— mand updat€y by using (2.15).

Step 4: The step 3 is repeated untilMdlisubchannels have been allocated.

Here, we assume that the total number of available subcaigenuch greater than
the total number of users in the MIMO-OFDM system. The ppatiof the subchan-
nel algorithm is for each user to use the subchannels withatigest value of minimum
eigenvalue in channel matrix as much as possible. In thdifimstround robin, every user
has a chance to choose the best subcarrier for him and hisadats also calculated by
using (2.15) and updated according to his subcarrier assgh After completing the
first time round robin, the user with the lowest proportiooapacity has the option to
pick which subchannel to use and also update his data raie pidress is repeated until
all available subchannels are allocated to the users in iMOYOFDMA system. This
joint subchannel allocation and adaptive bit loading atpar gives the proportional rate

fairness among users in the system.
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Figure 2.4: Results of subcarrier allocation in the propasdeme.
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Figure 2.5: Results of adaptive bit loading in the proposégse.
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The result of joint subcarrier allocation and adaptive bading algorithm is also
shown in Fig. 2.4 and Fig. 2.5 based on two users (user A andB)seith different
channel conditions. In these figures, we consider2MIMO-OFDMA system with 3:1
proportional data rate ratio between two users in the sysidat is, in the joint subcarrier
and bit allocation algorithm, it is the required to assigharriers and bits to satisfy that
the data rate of user A will be three times higher than thasef B's data rate. Note that,
in order to show the results of our proposed algorithm cjearily 16 subcarriers among
64 subcarriers whose extracted subcarrier numbers.&t8,1-- 61 are illustrated. At
the first time round robin both users will have a chance to shdbe best subcarrier for
them based on the corresponding minimum singular valuesh Haer will select the
subcarrier which has the largest minimum singular values fthe available subcarriers.
The selected subcarriers in the first iteration for user Aaser B are shown in Fig. 2.5
as A(First Iteration) on subcarrier 21 and B(First Iterafion subcarrier 37, respectively.
Then, the estimated numbers of transmitted bits are caéxlilzased on the equal power
distribution and using (2.15). Their estimated numbersibéte mapped to the nearest
constellation mode for the actual transmission as showngnZ5. After the first time
round robin allocation, we have to check the remaining suleza for the next iteration
process. In this case, 14 subcarriers are remaining to beaé#ld in the system. This
step is called 'while loop’ step, where user with less data ratio which is the ratio of
allocated data rate and required one. If user A has less dgaatio than user B, then,
in the second iteration, user A will have a chance to chooseést subcarrier among
available subcarrier, that is, A(2) on subcarrier 17 as shiowrig. 2.4. Similarly, if user
B will have a chance to choose the best subcarrier for him,ithration number will be
noted as B(iteration No) on the selected subcarrier. Afteigagng the best subcarrier in

each iteration, their data rates are updated by using (2rdd)mapping the result to the
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2.3 Adaptive Resource Allocation for the System

nearest constellation mode for the actual transmissiors While loop’ step is repeated
until all subcarriers are allocated among users in the syste
In the next section, we describe the adaptive power loadiggrighm for each user

under predetermined subcarrier and bit assignment in ttersy

2.3.2 Power Loading Algorithm

In the previous step, we assigned the number of bitet8rsubcarrier dependent on the
minimum SNR ofjt" base station transmit antennas tokleauser. At first, we assume the
same modulation level omt" subcarrier to transmit the data from all of the base station
transmit antennas to th&" user. Then, we use (2.15) to determine the modulation level
on m" subcarrier fork!" user in the MIMO-OFDMA system. But eaaht" subcarrier
has different level of channel gains for each base statmmstnit antennas. Therefore,

it is necessary to calculate each antenna’s transmit erfferghe same number diy

on m" subcarrier. Thus, after processing this joint subcarriet hit allocation step,
we can distribute the power by using the following equatimiedlculate the j m(bym)
transmit energy foby n, bits from thej!" base station transmit antenna to Kfeuser on

mi" subcarrier witftSNRy j m level.

GAP

. 2.16
NRom’ (2.16)

& m(bm) = (2%~ 1)

The derivation of (2.16) is described in Appendix A.2. Thaikable total transmit
power is distributed to the space and frequency accordingeaesult ofg jm. The
results of power distribution on each transmit antenna abdasrier between two users
in 2 x 2 MIMO system in the proposed system are also shown in Figl@i$shown that
in each subcarrier the appropriate transmit power is asdigo each transmit antenna

according to the average channel gain.
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Figure 2.7: Results of subcarrier allocation in the conweral scheme [2.5].
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Fig. 2.7 shows the results of subcarrier allocation by usiclgeme in [2.5] to com-
pare the subcarrier allocation in our proposed scheme. Uihwar of users is 2 and the
proportional data rate ratio among users in the system isI3t& conventional scheme in
[2.5] uses inefficient proportional rate fairness resosii@écation methods for the sys-
tem. That just divides the 16 subcarriers into 12:4 to giesi1 proportional rate fairness
among users in the system. That does not consider aboutediffehannel condition in
the space and frequency domains among users in the systentheQmher hand, our
proposed scheme uses the efficient proportional rate tnesources allocation method
for the system. We assign the subcarriers to the users umeleotsideration of different
channel condition in space and frequency domain. That's wéyan use the different
numbers of adaptive bit and different amount of power logdimeach subcarrier for the
efficient usages of system resources in the system to givieetiter system performance
under the constraint of proportional rate fairness amomegsusnd total transmit power in

the system.

2.4 Simulated Results

In our simulations, we use a channel model with frequenagcsigk Rayleigh fading. We
assume that all users have independent fading channebtdiastics. Simulation param-
eters are shown in Table. 2.1. To obtain the frequency setdetiyleigh fading properties
of the wireless channel with multipath environment, we ugedfading channel model
expressed in [2.11]. The channel condition generated lsydhannel model will vary
from one channel instant to another according to the randaranpeters in the various
channel condition among users in the simulation.
To give the fair comparison between our proposed scheme thied loit loading and

resource allocation schemes, we have to consider the folimwy Our proposed scheme
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Table 2.1: Simulation Parameters

Par ameter Value

Modulation levels 0,1,2,4,6
Number of subcarriers 64

FFT sampling 64 samples
Guard interval 16

Number of users 2,4,8

Channel estimation Pilot symbol aided
Doppler frequency 30Hz

Multipath 6

Number of Tx&Rx antennas | 2 & 4

RMS delay spread 50ns

Bandwidth 20 MHz

No of OFDM symbols/ packet 12 OFDM symbols
GAP 0dB

is the combination of MIMO and OFDM technologies. Howevegsinof them consid-
ered only in MIMO or OFDMA systems. Also, equal fairness adl\as proportional
fairness should be considered for the fair comparison. &fbeg, we pick up some pa-
pers which consider proportional data rate fairness amsegsun the MIMO-OFDMA
system. Among these MIMO-OFDMA and proportional data rateness related papers,
we choose [2.5] to compare our proposed scheme, which has s@ak points to use
the system resources efficiently. It does not consider thewschannel condition in the
wireless system since it chooses the best carriers for estand then applies the fixed
allocation of power and bits to all of the allocated subeaurrTo use the system resources
efficiently, it is necessary to use the adaptive bit and pdesating. In that case, it might
not give the guarantee for proportional data rate fairnessg users in the system, since
it assigns the resources without considering various adlasondition in frequency and

space domain of the system. On the other hand, in our prosuéesine, we can use not
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BER

= Proposed-scheme (data rate ratio of user-1: user-2 =1:3)
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= OFDMA-scheme (data rate ratio of user-1:user-2 = 1:3)

= OPP scheme in [2.12] for system throughput maximization
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Figure 2.8: BER Performance comparison among the proposechamentional schemes
with 2 users and data rate ratio of 1:3.

only the system resources efficiently but also give the quaesfor proportional data rate
fairness among users in the system.

We also use the opportunistic scheduling (OPP) scheme 12][20 compare with
our proposed scheme. OPP allocates each subcarrier toehevits highest value of
minimum singular values without considering proportiodata rate fairness among user
in the system to achieve maximum total system capacity. rAftiecating subcarriers
among users in the system, adaptive bit and power loadirnpitgees are applied. This
maximization of throughput comes at the cost of ignoringpprtional data rate fairness
in the system.

Fig. 2.8 shows comparison of BER performance of the OFDMA fig#idcation
scheme, the scheme in [2.5], OPP scheme in [2.12] and theogedpscheme, where
the number of users is 2 and data rate ratio is 1:3. In the OFDRillcation schemes

and scheme in [2.5], the modulation methods are 64QAM angriy@osed scheme uses
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the adaptive modulation respectively. In the lower SNR li¢he BER performance of
the proposed scheme is better than fixed allocation schethéharscheme in [2.5] be-
cause of robust modulation mode as well as better chanwoekbaibn for the users in each
subcarrier. OPP scheme gives the best BER performance, thiedeest user is being
selected for every subcarrier allocation step, whereas i@dd¢ fairness is not achieved.
We can see that at 15 dB SNR there is a turning point in our sehdimis is because of
the starting point of the highest modulation mode. This @ depends on the value
of GAP in (2.15) and (2.16). When the average SNR is 15 dB, thermax modulation
mode (64QAM) can used, since 15 dB is good enough to use it. \8héhlevel is much
larger than 15 dB, we still have to use 64 QAM due to the limitedstellation mode in
the system, and thus, we can not increase the modulatiohdeymore. Of course, due
to higher SNR values with the same modulation mode, the BERmeance becomes
better. In the lower SNR region (less than 15 dB case), theqsed system can use the
lower robust modulation mode for the transmitting in theedited subcarrier (such as
BPSK, QPSK or 16QAM). Because of lower modulation mode, the BEfRopmance is
better than 15 dB point, whereas the throughput is smaléer that of 15 dB point. That
is the trade off between BER and throughput performance.

However, BER performance of the proposed scheme is stikbigtan fixed allocation
schemes not only in low SNR region but also in high SNR regigh ®wqual modulation
mode of 64QAM. That is because not only better subcarriecation but also adaptive
bit and power distribution on space and frequency of theesysire efficiently utilized.

However, BER performance of the proposed scheme is stikbtan fixed allocation
schemes not only in low SNR range but also in high SNR rangle @qual modulation
mode of 64QAM. That is because not only better subcarriecation but also adaptive

bit and power distribution on space and frequency of theesysire efficiently utilized.
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Figure 2.9: Throughput distributions between user-1 ama-23n adaptive systems with
data rate ratio of 1.1 and 1:3, respectively.

The simulated results are shown in Fig. 2.9 for the througkpzsiribution of user-1
and user-2 in the proposed scheme with proportional dagaaitio of 1:3,and 1:1. System
uses robust modulation modes in the low SNR range and highulaitboh modes in the
high SNR range to give the better performance. We can sethihatoposed scheme can
give the exact proportional data rate fairness among us¢hgisystem.

Fig. 2.10 shows comparison of BER performance of the OFDMAsth scheme in
[2.5] and the proposed scheme with different number of usérere the number of users
is 2 and 8, respectively. We also apply the equal fairnessgrasers in the system. We
can see that the BER performance of the proposed schemeas theth the scheme in
[2.5] for not only fewer users but also larger users in theesys It is also shown that
the BER performance is better when the number of users isasetk This is because of

the increase in degree of freedom to choose the better sidssdrom each user in the
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Figure 2.10: Performance comparison between proposedwutHilocation scheme with
2-users and 8-users case and data rate ratio of 1:1 and1ti1i11:1 , respectively.
system. If the number of users is increased, there has mareeto apply the efficient
bit and power loading to the best subcarrier in the system.

The throughput distribution of user 1 and user 2 with data ratio of 1:3 of our
scheme and OPP scheme is shown in Table. 2.2, when the nuftbemsmitted packets
is 100 and 10000, respectively. We can see that our propabetne can give the exact
proportional data rate fairness of 1:3 case not only in thallemnumber of transmitted
packets but also in the larger number of transmitted padketse system. Thus, the sys-
tem performance as well as the proportional data rate fssraenong users in the system
can be improved whether the number of users in the systenerisased or not. On the
other hand, in OPP scheme the proportional data rate rajtoresnent of 1:3 can not be
satisfied. When the number of transmitted packet is smalka¥eeage channel condition
changes more among users and the user with higher chanrgiticormight use most

of the system resource to maximize total system capacioutiirput. Therefore, in OPP
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Table 2.2: Throughput distributions between user 1and Rserthe proposed scheme
with data rate ratio of 1:3 and OPP scheme in [2.12].

Scheme | No. of Packets | User | SNR=5dB | SNR=10dB | SNR=15dB | SNR=20dB | SNR=25dB
Total 2.66765 5.33085 7.95977 8.0 8.0
10000 User-1| 0.67131 1.34400 2.01411 2.02163 2.01982
Proposed User-2| 1.99634 3.98685 5.94566 5.97837 5.98018
Total 2.66667 5.33333 7.95917 8.0 8.0
100 User-1 0.67 1.35499 2.00542 2.02875 2.02625
User-2| 1.99667 3.97834 5.95375 5.97125 5.97375
Total 2.66775 5.33376 7.95645 8.00 8.00
10000 User-1| 1.33767 2.66074 3.96979 4.052 4.022
OPP [2.12] User-2| 1.33008 2.67302 3.98666 3.948 3.978
Total 2.73945 5.33456 8.00 8.00 8.00
100 User-1| 1.33683 2.65231 3.058 4.038 4.00
User-2| 1.40262 2.68225 4.942 3.962 4.00

scheme, there has no guarantee for any proportional d&daiatess. When the num-
ber of transmitted packets becomes large, the differentteeiaverage channel condition
among users decreases, since the random channel modetiigwuma simulation, and

therefore, the data rate ratio among users in the systenbevilt1 in OPP scheme.

2.5 Conclusion

I have proposed a dynamic resource allocation scheme forGABFDMA system to im-
prove the BER and throughput performance with consideriegligata rate requirement
for different condition of data throughput requirementhe system. Computer simulated
results show that the proposed scheme achieves bettermarfoe than fixed allocation
scheme for different data rate ratios and different numbeasers in the system. Also it is
shown that the proposed scheme can give the proportiorealai® fairness among users
in the system.

In general, we can see that there must be an optimal subrcandepower allocation
scheme that satisfies the proportional fairness among asers$otal power constraint.

This optimal scheme will use power more efficiently than auvaptimal scheme. The
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2.5 Conclusion

reason is as follows. First, to a certain user, the capacitigeouser is maximized if the
water filling algorithm is adopted for both frequency andcgdomains. Second, the ca-
pacity function is continuous with respect to the total llae power to that user. In other
words,Cy is continuous with transmit power &fuser. Therefore, if the optimal allocation
scheme does not use all available transmit power, thereves/ala way to redistribute the
unused power among users while maintaining the capacity canstraints, sinc€ is
continuous with the transmit power for &lusers. Thus, the sum capacity might further

increase if the optimal scheme is used with higher compmutaticomplexity.
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Chapter 3

Proportional Data Rate Fairness
Resource Allocation for Multiuser
MIMO-OFDM Uplink System

The performance of multi-user MIMO-OFDM Multiple Access @nal (MIMO-OFDM-
MAC) Uplink systems can be significantly increased by usingpdigte transmission and
efficient resource-allocation scheme in the system. In tHd@MOFDM-MAC scenario,
the base station decides centrally on the optimal bit lapdimd subcarrier allocation as
well as transmit antenna selection from multiple usersdbasechannel state information
(CSI) in the system. There have a lot of papers which have darteeresource allo-
cation in MIMO-OFDM system. But most of them consider in MIMGQFDM downlink
and very few papers consider to give the fairness among.ubyseover, there has no
paper which considers to give the proportional data ratadéas among user in the uplink
MIMO-OFDM-MAC system. In this paper, resource allocatiam Epatial and spectral
dimension and adaptive bit loading scheme is proposed toowepthe total system ca-
pacity under the constraint of total transmit power anddtbif error rate (BER) for each

user and proportional data rate fairness among users inplinkMIMO-OFDM-MAC
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3.1 Introduction

system. Simulated results show that the total system dgpacencreased under the con-
straint of each user’s total transmit power and predetezthiarget BER. And at the same
time, the proposed scheme also guarantees the proportiatzalate fairness requirement

among users in the system.

3.1 Introduction

Spatial Multiplexing offers high channel capacity and s@assion rate without increas-
ing the transmission bandwidth by employing multiple antshat the transmitter and re-
ceiver sides. But, high data transmission is limited by k&gmbol-Interference (ISI) and
antenna correlation in the transmitter or receiver sidesvéver, Orthogonal Frequency
Division Multiplexing (OFDM) and space division multipleeess (SDMA) technology
can be used to reduce the ISI and the transmit antenna danelathe user sides [3.1].
Users of MIMO-OFDM-MAC system can observe rich scatteringtipath fading in
non-line of sight (NLOS) or strong Rician fading with (LOS)nabtion due to their dif-
ferent locations in the system. For the users with NLOS ¢dkeg can have independent
fading parameters for their subcarrier and transmit arsteand thus, correlation in their
channel might be quite low [3.2]. Moreover, the probabitliat a subcarrier in deep fad-
ing for one user may also be in deep fading for other usersiie thw. In the later case,
user with LOS condition, each user’s transmit antenna tadro@ might be quite high but
the transmit antenna correlation among users in the sysight e quite low because of
the different space locations in the system. Hence, meltisgstem creates channel di-
versity as the number of user increases. Therefore, in MIBEBM-MAC environment,
the system needs to allocate the system resources effyciergpace and frequency do-
main to avoid the antenna correlation in the space domaimaap fade in the frequency

domain according to each user’s channel state informa@&)(in the system.
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In most of the resource allocation scheme, it is emphasiaegive the maximum
system capacity by scarifying the users with worst casemdlazondition in the system.
Because of the various channel conditions among differesmtsushe user with higher
average channel gains might use most of the system resdq@r8gsTherefore, it is nec-
essary to consider the fairness among different users isytftem. Research of resource
allocation for multiuser MIMO OFDM environments with diffent data throughput re-
quirement for each user is still an open research field, th@agne researches are done
about rate fairness among users in the MIMO-OFDMA systed] [FHowever, they do
not consider about MIMO-OFDM-MAC system. Because, they $iied their schemes
by multiplexing the users in the frequency domain. Themefaris truly necessary to
develop the efficient resource allocation scheme for MIMBEEBM-MAC system with
predetermined target BER and proportional data rate fasragsng users under the con-
straint of total transmit power for each user in the system.

In the proposed scheme, subcarrier and transmit anterotatdn is performed based
on singular value decomposition (SVD) and channel gain &mheuser. The user with
lowest data rate ratio in the system will choose a subcawiech channel matrix has
the largest minimum SVD. If his transmit antenna elemengsheghly correlated, then
these transmit antennas will be separated in the frequenimyah. After selecting the
subcarrier, this user will choose the higher channel gainsimit antenna. By using this
combining selection method it can choose low correlatedstrat antenna as well as
higher channel gain for particular user. Simulation resstiow that the system perfor-
mance is improved as well as capacity is proportionallyriisted among users in the

MIMO-OFDM-MAC systems.
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Figure 3.1: System Model.

This chapter is organized as follows. Section 3.2 introdudéVO-OFDM-MAC
system model under consideration. Section 3.3 descrilgegrtposed resource alloca-
tion scheme and bit loading for space and frequency domaimeiisystem. Section 3.4

shows simulation results, and conclusion is shown in se&ib.

3.2 System Mod€

In the system model the following assumptions are made:h@ghannel is quasi static
remains unchanged from the time that measurements are météha data packet is
transmitted; (b) every user has enough data packets tanibary time; (c) each user
feedbacks a certain form of channel information correatlyhe base station (BS) and
using this CSI the base station decides the uplink transomgsarameters for each user
based on given criterion. The decision parameters are #exibhcked to each user via

the control channel for their uplink transmission. We idtnoe the idea of proportional
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3.2 System Model

fairness into the system by adding a set of rate ratio canstral he benefit of introducing
proportional fairness into the system is that we can expflicontrol the capacity ratios
among users, and ensure that each user is able to receivemfaint of data throughput
according to his predetermined data rate ratio among users.

Fig. 3.1 shows the block diagram of our system model undesideration. We con-
sider the uplink of MIMO-OFDM-MAC system equipped wi subcarriers an re-
ceives antennas at base station. Ther&ausers, each of which hdgransmit antennas.
For our system, the receive antenna number at base statisiegreater than or equal
to the sum of the selected transmit antennas from the sdlasts to obtain acceptable
spatial separability of the transmitted data in the syst®everal users can share the same
subcarrier in frequency domain to make full use of the spdiraension. Every selected
user and its selected transmit antennas can transmit tependent data stream to the
base station and these transmitted data streams are jo@tdgted by using zero forcing
(ZF) receiver to cancel the interference and to recover tiggnal transmitted data from
each user. The whole frequency bandwidth is divided Mtparallel subcarriers and they
can be transformed into the flat fading channel condition simgiOFDM technology,
and thus, the complicated MIMO detection for frequencyele fading channel can be
simplified as that in a flat fading channel. In this chapteci»es and matrices are denoted
by boldface letters. Set and empty set are denotefl}tgnd ¢. The channel matrix of

userk on subcarriemis R x J matrix and it is denoted by

M. K,m k,m k,m
h1.,1 h1.,2 T hl,J
k.m k,m k,m k,m hk,m hkvm e hk’m
HkM = [RE™, - RS T = | hgT ho) 2 (3.1)
k,m k,m k,m
_hR,l hR,Z T hR,J_
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3.2 System Model

Whereh'r“jm is the channel gain from thg" transmit antenna to thé&" receive antenna
of k' user onmi" subcarrier andh'j"Irn is the jt" column vector fromH*™. Based on CSI
from all users, the general MIMO channel matrix between theebstation and all users

on them" subcarrier can be constrcuted as follows:
HM = [H1M ... Hkm ... HKm)

To get the maximum sum capacity in the system, we will selettomly a user in the
system but also a transmit antenna from each selected triaeraksume that the selected
user set to transmit om" subcarrier i™ ¢ {1,--- k,--- ,K} and the selected transmit
antennas fok!" user onm" subcarrier is expressed ﬂ_'ykm then the cardinal number
of the elements of sef“™ is less than or equal td. By using these two subselts "
andi’m, we can construct the selected subchannel matfixc H™ . After deciding
the subchannel matriki™, the post-detection SNR for the signal from tfi& transmit
antenna okih user in selected subchannel matiX can be expressed as:

k,m
km_Pj

- : (3.2)
2
o Nollgy

where, p'j"m is the transmit power from th@" transmit antenna\ is the noise power
andg; is the ZF detection weight vector and can be obtained fronj'thew of pseudo-
inverse ofH. At m" subcarrier, the selected users will transmit by using thelected
transmit antenna set and the total received signal in BS iegpd as:
M= /M g (3.3)
keU™
wherer™is aR x 1 receive vector om" subcarriers“™ is the complex transmitted signal

vector andp*™ is the power allocation vector f&" user.n™is theR x 1 noise vector and
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3.3 Adaptive Resource Allocation for the System

its elements are independent identically distributeddji.circularly symmetric complex

Gaussian variables with zero-mean and variandéyof

3.3 Adaptive Resource Allocation for the System

Base station uses Vertical-Bell Laboratories-Layered-&Jame (V-BLAST) algorithm
implementation based on ZF detection combined with syméatellation to improve the
performance while maintaining low implemental complex&ys]. When symbol cancel-
lation is used, the order in which the sub-streams are d=tda¢comes important for
the overall performance of the system. Performance of apatiltiplexing with linear
receivers depends on the minimum SNR induced by the paatisubset of transmit an-
tennas. The transmitted symbol with the smallest post teteENR will dominate the
error performance of the system [3.6]. For the ZF receiver,dost-processing SNR of

the worstm" sub-stream is expressed in [3.6]

m
ZFrm > (am2_h (3.4)

min jm 0

pd

wherepT is the total transmit power on that subcarrier @fids the number of selected
transmit antenna andll; , represents the minimum singular value of subchannel matrix

H" ZFrm

min IS the minimum post-processing SNR of & subchannel for zero forcing

receiver. Therefore, we will select the best user by usieg thinimum singular values
on each subcarrier. Moreover, it has been shown in [3.4] thimimum singular value has
a strong relationship between the antenna correlationeirciannel matrix. If particular
user faces the strong LOS effect which causes the high aatssmelation and this will
give the result of very low minimum singular value in his chahmatrix. By using largest

minimum singular value, we can give not only the best SNR #otipular user but also
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3.3 Adaptive Resource Allocation for the System

the avoidance of high antenna correlation in the systenerAli¢cided the best subcarrier

by the selected user, he will select the highest gain traremenna for that subcarrier.
Our aim is to maximize the total system capacity under thesttamts of target BER

and total transmit power for each user and proportional dd&afairness among users in

the system. The allocation problem is formulated as:

M K J
mex(Croca ) = mex ( 3 zb?m) , 35)

m=1k=1j=1
subject to:
M k,m k
> Z P < Protas (3.6)
m=1; km
BERla(lctual < BERrargeh (3-7)
YOy tm<Rr (3.8)
keU™ jeT m
1 2 K

where Croa andPX,,, are total data rate for the whole system and total availablest
mit power for each user, respectively. According to (3K),user’s transmit power is
limited by PX_,.,. Equation (3.7) ensures that the actual BER of each user & Ithan
the predetermined target BEF'{:mzl for selected transmit antenna 0P user onmh
subcarrier andj"mzo for unselected case. Equation (3.8) ensures that tHentoteber of
selected transmit antennas from all of the userdirsubcarrier can not be larger than the
avaliable receive antennas in the base station. This kimitavill give the acceptable spa-
tial separability of transmitted data from the us%kgsis a predetermined rate ratio of user
kin the system and it guarantees to give the proportionalrdé¢sfairness among user as

stated in (3.9). To achieve the maximum multiuser divergéin, the greedy scheduling
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3.3 Adaptive Resource Allocation for the System

is optimal and the radio resource should be allocated torémesmit antenna which can
give the highest capacity on the particular subcarrier. fid the optimal set, all possi-
ble combinations of user and antenna sets are necessarmput®and choose the best
combination. At the same time, subcarriers, bits and poheulsl be allocated jointly to
achieve the optimal solution in (3.5). This causes the hhpmutational complexity at
the base station in order to reach the optimal allocationth8a@reedy algorithm will be
too complicate to be implemented. Moreover, in the prattaae, we should consider to
reduce the complexity as well as to give the maximizatiorotdltsystem capacity under
the constraint of proportional data rate fairness requariamong users in the system.
Hence, we separate the resource allocation scheme intotépe by using subcarriers
allocation algorithm and bits loading algorithm to redulse tomplexity, while still de-
livering the proportional data rate fairness requiremanteng users in the systems.

In this subcarrier allocation algorithm, equal power digttion is assumed across all sub-
carriers and transmits antennas. We use the following dgpaguation to calculate the

capacity for each user in a given subcarrier [3.7].
k,m
P’ H
k_ j k,m k,m
ck=log, <1+N—O(hj ) h’ ) (3.10)
The algorithm can be described as follows:

1. Initialization

(a) SelCk=0,0"=0,U"= ¢, T“" = @, for k=1toK andm=1toM

(b) SetF ={1,2,--- ,M}, TM={1.2 ... JK}
Kk
p‘j"m: %ﬁi for k=1toK andm=1toM andj=1toJ.
whereCX and@™ represent the capacity f&¢" user and occupied transmit

antenna count fomi" subcarrier in the system, respectivel*™ represents
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3.3 Adaptive Resource Allocation for the System

userk’s available transmit antenna set for subcarrieand T represents
the selected transmit antennas set for ksersubcarriem in the systemF
represents the available subcarrier set in the sys#iis.k!" user’s available

transmit antenna number.

2. First time round robin

For k=1toK, If F is not equal tap,

(a) Findmandj satisfying|Mnakm

> ‘min)\k,i|

and‘h'j"m‘ > ‘hf’m ando™ < R

foralli € F,t e TkM UpdateCK according to (3.10)
(b) Let, T*™=T*"U{j},T"=0"U K},

Tk,m:Tk,m_{j},@m:@m+1

If ®"is equal toRthen,F = F — {m},

whereR represent the total number of receive antennas in the system

3. After first time round robin

While F is not equal tap,

(a) Findk satisfyingCk/pk <C'/p', foralli,1<i <K

(b) Findmandj satisfying|M"Akm| > |minjki|

and‘h'j"m‘ > ’h{“m ando™ < R

foralli € F,t € TkM UpdateCX according to (3.10)

©) Let, T =T*"U{j}, UM =U"U{k},
Tk’m:Tk’m—{j}, OM=0M+1

If ®"is equal toRthen,F =F — {m},
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4. Step 4)
Step (3) is repeated until ak x M subcarriers have been allocated in space and

frequency domain.

In this algorithm, each user tries to use subcarriers wighléingest value of minimum
Eigen value in their channel matrix as much as possible. énrilialization step 1(a),
user’s capacityCX and occupied transmit antenna cou®f8 are initialized by zero for

all users and subcarriers. And then, selected usdd Seind selected transmit antenna
setsT<™ for each user in each subcarrier are initialized by emptygseln step 1(b),
available subcarrier and transmit antennas for each usenitialized inF and Tk™ for

all kandm. And then, each user’s total transmit povﬁé&a, is divided and equally dis-
tributed in frequency and space domain. In the step 2, fartfiree round robin, every
user has a chance to choose the best subcarrier for him by msmum singular value
and after finding the best subcarrier, he will find the bestdmait antenna base on the
channel gain. The maximum overlapped selectiomi@rsubcarrier from different users
is limited by @™ < R. Because, in the VBLAST spatial multiplexing system, the namb
of total transmit antennas imt" subcarrie®™, must be less than or equal to the number
of available antennaRin the receiver side. If we assumed th&tuser is selected to use
the jt" transmit antenna im" subcarrier in step 2(a), then his data rate is also calallate
by using (3.10) and updated. In step 2@),user’s selectedf" transmit antenna number
for m" subcarrier is updated im“™ set and this transmit antenna number is removed
from the available transmit antenna 3&t™ in m" subcarrier for that user. An@™ is
also added by 1 fom" subcarrier to check the availability of overlap in that sarier

for next selection time. 1©®™M is equal toR, then this subcarrier cannot support anymore

for spatial multiplexing system and we have to remove thizcatrier number from the
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available carrier sdt. After completing the first time round robin, the user witle tbw-
est proportional data rate fairness requirement has therofat pick up which subcarrier
and transmit antenna to use. His capacity and other relasineters also updated as
explained above. This process is repeated until all aVailsibcarriers are allocated to
the users in their space and frequency domain. In everytsgieane, only one trans-
mit antenna can be chosen by the selected user. Theref@@at possible to know the
completed subchannel matiK" at that time and we cannot use the exact SNR equation
(3.2) to calculate the capacity for each user without kng\ﬁrr\n . That's why we use the
single-input-multi-output (SIMO) equation (3.10) to es#te the capacity for each user
at each selection time. Therefore, this subcarrier andesplgcation gives the coarse
proportional rate fairness among users in the system. Aed #daptive bit loading is
applied to each selected subcarrier and transmit anterseal loen the predeterminéat-
getBER and S\R threshold for each user. In the context of multiple anteryséesns, the
constellation siz&\ assigned to the transmit antenna is varied depending orubiuhan-
nel SNR. The available modulation orders in our scheme are consiaoN = {0, 2, 4,
16, 64}, whereN = {0} means no data are transmitted,= {2} is BPSK andN = {4, 16,
64} are M-QAM. The relationship dBNR andBER for coherent detection of constellation

size (N) with Gray bit mapping is approximated in [3.2].

N\R
BER ~ O.2exp(—1.5N—_1> (3.11)

With a predefined targetBER, the SNR threshold peghhfor a specified bit loading can

be easily found for given constellation size as in (12).

N—1 1
=g (S(BERtarga)> (3.12)
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Table 3.1: Simulation Parameters

Parameter Value
Modulation levels 0,1,2,4,6
Number of subcarriers 64

FFT sampling 64 samples
Guard interval 16
Number of users 4,2
Receiver Type ZF

Multipath Channel LOS and NLOS Conditions
Number of Total-
Tx and Rx antennas | (4x4) and (2<2) and (3 3)
RMS delay spread 50ns

Bandwidth 20 MHz

Target BER 1/1000

By using (3.2), (3.11) and (3.12), we can calculate the mditmanode (N) andN

based on targetBER and instantaneous SNR for the selecte M.

3.4 Simulated Results

Simulation parameters are shown in Table. 3.1. In the sitionldor Fig. 3.2, we use
a channel model with NLOS condition for all the users in thetegn. And all users
have independent fading channel characteristics with Nci¥inel condition. Fig. 3.2
shows comparison of capacity performance of the propodeehse, scheme with maxi-
mum gain based allocation (Max Gain) and the opportunisteduling with round robin
based allocation (OPP RR), where OPPRR is short term for caowahtesource alloca-
tion scheme with opportunistic scheduling with round rotmanner for each user in the
MIMO wireless communication system. In this scheme, eaehn wil have a chance to
choose the best subcarrier from the available subcarriérased on their channel condi-

tion and this chance will assign to each user in round robimmaauntil all of the available
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Figure 3.2: Capacity comparison for proposed and conveaitchemes in MAX Gain
and OPP-RR with 4-users and 4 antennas in base station antsgitantennas in each
user with proportional data rate ratio of 4:2:3:1, whilewsers faced with NLOS
subcarrier are allocated in multiuser in the wireless compation system. The number
of users is 4 and each user has 2 transmit antennas in thedesand base station is setup
by 4 receive antennas. Therefore, maximum transmit anteneach subcarrier cannot
be greater than 4. And proportional data rate ratios ar&@4:2As shown in Fig. 3.2, the
other two schemes have a little better in total system cpewprovement than the pro-
posed scheme with sacrificing the worst user’s data rataresgant. On the other hand,
the proposed scheme can give the exact proportional dataatd among users in the
system while other two schemes cannot give it. In the high $&g®on, all of schemes
are nearly equal in total system capacity curves, that iaumxof the highest modulation
mode is achieved in all of the selected transmit antennaslett®d users in the system.
In the simulation for Fig. 3.3, we use two different types lshonel models which are:

channel with NLOS condition for two users in the system an&laondition for other two

users in the system. In the simulation, two users are randsehécted to face with LOS
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Figure 3.3: Capacity comparison for proposed and convealtchemes in MAX Gain
and OPP-RR with 4-users and 2 antennas in base station antsthitantennas in each
user with proportional data rate ratio of 4:2:3:1, while 2rngsfaced with NLOS and other
2 users faced with LOS

condition and the other two users will face the NLOS conditio the system. But the
simulation parameters will be different from each user oIhOS and NLOS condition.
We use this simulation, to show that the effect of antenneetaiion in LOS condition.
When some users face the LOS condition, they have high antralation but their
channel gain might be quite high because of the strong LO% pathat case, Max Gain
based resource allocation scheme will choose the user Wihdondition because of high
gain and mostly this user will have a chance to choose theiress without considering
the proportional data rate fairness among users in thermystut in our system, we
use the spatial multiplexing scheme with ZF receiver and siystem will degrade the
performance when there has high antenna correlation inytsters. That's why Max
Gain base selection scheme has the worst total system tapanie in the system. On
the other hand, OPP-RR scheme will choose each user one aditrea (round robin)

and each user have a chance to choose the best subcarrigamsmit antenna in each
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Figure 3.4: Capacity comparison for proposed and conveaitechemes in MAX Gain
and OPP-RR with 2-users and 3 antennas in base station antsgitantennas in each
user with proportional data rate ratio of 1:2.

selection time without considering to give the proportiateta rate fairness among users
in the system. Even some users, with high data rate requitsimigave LOS condition,
they cannot choose the resources in every time and they baweeta selection chance to
other user in round robin manner. That's why, their highlyretated transmit antenna are
separated in the frequency domain and total system capamifgrmance is better than
other two schemes. In the case of the proposed scheme, ditcsaiact the best user every
time because of the consideration of proportional datafesteess requirements among
users in the system. Although certain user with the highast chte requirement is facing
the LOS condition, proposed scheme is necessary to givehtmece of selection to that
user until his data rate requirement is fulfilled. Becausehaf tondition, total system
capacity performance is not as good as OPP-RR scheme. Butdpesgd scheme can
give the exact amount of proportional data rate fairnessirempents among users in the

system with nearly same capacity as OPP-RR scheme as shown 813
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In the simulation for Fig. 3.4, there has two users in theesysivith 2 transmit an-
tennas in each user and 3 receive antennas in the base stat@nefore, maximum
transmit antenna in each subcarrier cannot be greater than@proportional data rate
ratios is 1:2 for user-1 and user-2 while user-1 has chanitlelM@S condition and user-2
has channel with NLOS condition in the system with randomusation parameters in
LOS and NLOS condition. In this simulation, we can see thatghrformance of the
proposed scheme is better than other two schemes. Thatisiseof the high data rate
requirement user-2 has NLOS condition and who will have rabte time to choose the
system resources to fulfill his requirements. Thereforstesy resources can be used very
efficiently with low correlated transmit antenna in usemd #otal system capacity perfor-
mance is increased as well as fulfillment of proportionahdate fairness requirements
between two users in the system. However, Max Gain based®&édct user-1 with high
channel gain to give the resources most of the time. Thatiswglr-1's capacity is much
larger than user-2's capacity and it will cause the recigkr@ffect of data rate fairness
ratio requirements between user-1 and user-2 as shownsifritpi 3.4. Moreover, total
capacity system performance will also reduce because dfitfieantenna correlation in
that user-1. And also, OPP-RR based scheme will also selelstieser in alternatively
and user-1's correlation in transmit antenna effect refléet decreased in performance of
total system capacity although it is not bad as Max Gain baskdme. And we can also
see that, the capacity of user-1 is lower than user-2 in |&MR region and higher than
in high SNR region for OPP-RR scheme. That's because of trs®nehat the influence
of high SNR is larger than the influence of antenna correlatioeach user. That's why
user-1's capacity is higher than user-2 in the high SNR rediothis Fig. 3.4, we can see
that the proposed scheme has better performance thanwtheohventional schemes not

only in proportional data rate fairness but also in the teyatem capacity in the system.
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3.5 Conclusion and Future Work

3.5 Conclusion and Future Work

We have proposed the resource allocation scheme for MIMOMNMMAC system to
improve the totally system capacity under the constraitdtail transmit power and target
BER rate with proportional data rate fairness in the systerm@der simulation results
show that the proposed scheme can give better system gapdtie maintaining the
proportional data rate fairness requirements among usérs system. This better system
capacity result can be achieved by separating the hightgleded LOS users in frequency
domain and assigning the uncorrelated NLOS users in the Saoueency with different

space domain in the system.
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Chapter 4

Antenna Selection Scheme for Polarized
MIMO System with SVD for the
Practical MIM O Communication
Channe Environment

In the previous chapter 2 and 3, | proposed the resourceagibocschemes for MIMO-
OFDM wireless communication system under the proportioiagh rate fairness among
users in the system. In the mobile wireless communicati@tesy, base station has to
compute channel estimation, channel coding, subcariteasinkd power allocation etc for
each user in the system and this will cause the high compuatdtcomplexity in the base
station. Because of the simultaneous resource allocatitreguency and space dimen-
sion, the processing time of the base station might be tos glaresponse the rapidly
changing mobile channel environment. Therefore, it is sgaey to reduce the complexi-
ties in each step of the wireless communication system a& msipossible to reduce the
over all processing time for the mobile wireless system.l 8mphasized on the research
work which is related to the reduction of complexity in theNMD wireless communica-

tion system and | also proposed the reduced complexity selienthe antenna selection
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4.1 Introduction

in the MIMO wireless communication system in this chapter.

In the conventional multi-input multi-output (MIMO) commigcation systems, most
of the antenna selection methods considered are suitalyléoorspatially separated uni-
polarized system under Rayleigh fading channel in non-lingight (NLOS) condition.
There have a few antenna selection schemes for the croagzeal system in LOS condi-
tion and Ricean fading channel, and no antenna selectiomscfa the MIMO channel
with both LOS and NLOS. In the practical MIMO channel casdlugnce of LOS and
NLOS conditions in the channel can vary from time to time adcw to the channel
parameters and user movement in the system. Based on thesea&$ and channel con-
dition, uni-polarized system may outperform a cross-poéat. Thus, we should consider
this kind of practical MIMO channel environment when deahg the antenna selection
scheme. Moreover, no research work has been done on redbheirmpmplexity of an-
tenna selection for this kind of practical MIMO channel eoniment. In this research,
reduced complexity in antenna selection is proposed totgeédnigher throughput in the
practical MIMO channel environment. In the proposed schesnéable polarized an-
tennas are selected based on the calculation of singulae wlcomposition (SVD) of
channel matrix and then adaptive bit loading is applied. UEton results show that
throughput of the system can be improved under the constrlilarget BER and total

transmit power of the MIMO system.

4.1 Introduction

Spatial multiplexing offers high channel capacity and $rarssion rate for the same band-
width by employing multiple antennas at the transmitter egwtiver. An adaptive mod-
ulation scheme can be applied in the multi-input multi-eatfdIMO) system to further

improve the system capacity. An adaptive modulation methatlenhances the spectral
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efficiency while keeping the bit error rate (BER) under predsfitevel is proposed in
[4.1]. When adaptive modulation is applied in quality of seeMQoS) based MIMO sys-
tem with VBLAST-zero forcing (ZF) receiver, the worst SNRKim the MIMO system
will decide the overall modulation mode for that system talize the predefined target
BER level in the system. In that case, system’s efficiency trbgldecreased if the SNR
gap between the worst link and other links is large. Theeefare should consider to
improve the worst MIMO link’s quality to increase the capgmf the system because
all MIMO links have to transmit the same number of bits froncletransmit antenna to
spatially separate the transmitted symbols in the ZF receithe modulation mode will
be decided based only on the worst case SNR link althougrehi§NR links can load
the higher modulation mode for the transmission. If we camdase the lowest SNR
level without increasing the transmit power to match withh@ar modulation mode, then
overall system efficiency will be improved.

SNR levels of MIMO links can vary depending on the polariaatin the system. A
lot of papers have been published for the research of u@ifzeld spatial MIMO com-
munication systems, where the antennas elements are altysieparated in space [4.2].
However, spatial correlation might occur in line-of-sighOS) condition. In order to
reduce the spatial correlation small enough to be ignoteztetwill be a strict limit on
the spacing distance between the antenna elements epgxiahobile station (MS).

In this regard, dual-polarized antennas are inclined tonbeduced into the MIMO
system since they can reduce the requirement of the spaetageén the antennas [4.3].
With dual-polarized antennas, we can place more antennzeeaks with the same space
limit, or obtain better channel performance under poor ok&oonditions such as highly
correlated LOS channel conditions. However, high crosamption discrimination

(XPD) reduces the mean power of the cross coupled compoaedthus, the available
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diversity benefit due to uncorrelated cross coupling desae§.4]. On the other hand,
MIMO systems with uni-polarized antennas have better ageag than cross-polarized
MIMO systems and thus offer more system throughput in thepeddent and identi-
cally distributed (i.i.d) rayleigh fading channel for NL@®ndition [4.5]. Measurement
results show that in the environment with rich scatterihgyé is no benefit to use cross-
polarized combination to increase channel capacity. Whilthé environment without
rich scattering, like in space of hall-way, the cross-pakd combination is an efficient
way for enhancing channel capacity [4.6]. However in thefical communication sys-
tem environment, considering the channel condition witly w®S condition or NLOS
condition is far from the reality. And it is better to depibetpractical channel as the sum
of fixed (possibly LOS) component and a variable or scatté@S) component. This
real-world channel condition is effected by the averageckabnel imbalances, Ricean
K-factor and correlation properties [4.7].

Therefore, it is not a good idea to use the fixed-polarizedrards which cannot adapt
to match the requirement of the practical channel conditiba particular MIMO sys-
tem is employed both uni-polarized and dual-polarized rards, then we can use both
uni-polarized and cross-polarized antennas based on #rage/ subchannel power im-
balances, Ricean K-factor and correlation properties teesehthe better MIMO sys-
tem performances. But this will increase the hardware anthsjgrocessing complexity,
power consumption, and component size in the transmitettemreceiver [4.8]. One of
the main culprits behind this increase in complexity is #ath antenna element requires
a dedicated radio frequency (RF) chain. Moreover, procgsbmsignals received in spa-
tial multiplexing schemes calls for sophisticated receiwshose complexity increases,
sometimes exponentially, with the number of transmit aceixe antenna elements. An-

tenna selection is a solution which can reduce the hardwarglexity of transmitters
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and receivers by using fewer RF chains, while exploiting tlierdity benefits offered by
the MIMO architecture. In antenna selection, a subset ohtlzlable antenna element
is adaptively chosen by a switch, and only signals from theseh subset are processed
further by the available RF chains. This technique has betemsixely studied in the con-
text of spatial channels [4.9]. Antenna selection for MIM@tems was first presented
in [4.10] based on an argument of capacity increase. Thetgmiecriterion proposed
therein is based on Shannon capacity and does not readily @pgpatial multiplexing
with linear receivers such as ZF or MMSE receivers. Theefsome researcher consid-
ered the antenna selection for spatial multiplexing systesith linear receivers [4.11] to
reduce the complexity in MIMO system. The selection sches®s he post-processing
SNRs (signal to noise ratios) of the multiplexed streams hedahtenna subset that in-
duces the largest minimum SNR is chosen. However, it is sacgso use the SVD for
every subchannel matrices and it takes more time compartdRrobenius norm base
selection. Moreover, there has no consideration aboutteffeadaptive modulation and
total transmit power constraint on the selection method.

In [4.8], the reduced complexity with Frobenius norm baste@ama selection is ex-
pressed for joint transmit/receive selection strategidss strategies choose a subset of
the rows and columns of H to maximize the sum of the squaredituales of transmit-
receive channel gains. But there has no consideration alkemgnbit and receive an-
tenna correlation and K-factor effect in the system and rinca work very well in the
ill-condition channel matrix of MIMO system. Thereforefieient (optimal or subopti-
mal) joint selection of transmit and receive antennas resai interesting open problem.

In this research work, we propose the SVD based reduced eaityphntenna se-
lection method for the practical MIMO communication systeith linear receivers. The

proposed system and selection method not only considecirggithe complexity but also
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the effects of adaptive modulation and total transmit poeastraint under the target
BER rate in the MIMO system to fulfill the requirements in [4a81d [4.11]. At first step,
the selection algorithm will choose the best subchannelixnatth reduced complexity,
based on the second largest minimum singular value and mmisingular values from
main MIMO channel matrix and subchannel matrices, resgagtiAfter that, in the sec-
ond step, adaptive bit loading is applied to the selectedtsrmel under the constraint
of total transmit power, target BER rate and available RF chairthe system. In the
first step, there has no consideration about constraintalfttansmit power and adaptive
bit loading in the transmit side. Therefore, there might brerein the first step channel
matrix selection and it might be necessary to recheck thaatypof main MIMO channel
matrix and selected subchannel matrix according to thdadobtly of RF chains in the
system.

This chapter is organized as follows. Section 4.2 introduwee MIMO system model
with uni-polarized and cross-polarized antenna for thetoral MIMO communication
channel environment. Section 4.3 describes the reduceglegity in antenna selection
algorithm which is jointly combined with adaptive bit loadi and transmits power dis-

tribution. Section 4.4 shows simulation results and casioluis shown in section 4.5.

4.2 System Modd

System model is shown in Fig. 4.1. We consider a MIMO systeth tmio vertical polar-
ized antennas and one horizontal polarized antenna. InaifusMare design, one vertical
polarized antenna is separated by half of the transmitteeagth distanced from the

cross-polarized antenna as shown in Fig. 4.1. The numberaifble RF chains in the
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Figure 4.1: MIMO System Model.

transmitter and receiver side will affect the antenna sieleenethod. Therefore, we pro-
pose the antenna selection method for three cases accoodimgavailable RF chains in
the transmitter and receiver sides. In case (1), 3 RF chagmawailable in each side. In
case (2), 2 RF chains and 3 RF chains are available in transsidieeand receiver side,
receptively. In case (3), 2 RF chains are available in eaagh d8hsed on the available
RF chains, we can usex33 MIMO system, 3x 2 MIMO system or 2< 2 MIMO system

by choosing the suitable antenna pairs in transmitter aceiwer side, receptively. By
expanding the results for:22 MIMO system shown in [4.12], a practicak33 MIMO

channel matrixd can be modeled as follows:

hi1 hio hys

K 1
H= |h h h = H H 4.1
21 M2z M| = /3 Los+ 4/ 11K oS, (4.1)

hs1 h3p haz

Hios = \/E 1 \/E (4.2)

ejep nding
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HnLos = (Rex)Y?(H)ida(Rrx) 2, (4.3)

v ik
Higa = |vahs{ h5S  vahgs (4.4)
NG
where HLKHLOS is the fixed component of the channel a jKHNLos is the
fading component of the channeK is the Ricean K-factor of the channel and is the
ratio of the total power in the fixed component of the chanaehe power in the fading
component.a and 3 are the attenuated cross coupling coefficients for the jzal@wn
case.Hiqyq is the flat-fading Rayleigh component of the MIMO channel. €lements of

Hiqq are complex Gaussian random variables with zero mean ahdariance Rxx and

R1x are the receive and transmitter side correlation matriespectively, and are given

by
1 r12 ri3

Rrx = |r21 1 r23], (4.5)

rs1 rs2 1
1 t1o t13
Rrx = |t21 1 ta3], (4.6)
t31 t3o 1
ORLVETI
spl pol

tij=p X0,

wherer; j andtj j are the correlation coefficient between tHantenna ancji‘h antenna

at transmitter and receiver side, respectivp;ﬁ%’.I andpipfI denote the real correlation co-
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efficient due to the spacing and polarization between aatgrand j, respectively. In or-
der to simplify the MIMO system simulation, we assume thatc¢brrelation coefficients

between the cross-polarized antennas are equal to zemtiratismitter and receiver side.

It is also noted that if selected antennas are of the sameizatian, then g, 8 andpif’f'

are equal to one. By substituting this assumption into (4r) @&.6), we can get the

simplified receive and transmitter side correlation masias follows:

1 0 pfg_

Rex=| 0 1 0], (4.7)
o33 0 1|
1o g

Rrx=|0 1 0], (4.8)
P51 0 1]

4.3 Reduced Complexity in Antenna Selection M ethods
Based on the SVD and Adaptive Bit L oading

4.3.1 Minimum Singular Valueand itsEffect ontheLinear Receivers

We use the V-BLAST implementation with ZF receiver to reduoe ¢complexity in our
system model. V-BLAST MIMO system improves the system penfamce based on ZF
detection combined with symbol cancellation while maimitag low implemental com-
plexity [4.13]. When symbol cancellation is used, the ordewhich the sub-streams are
detected becomes important for the overall performancletystem. Performance of

spatial multiplexing with linear receivers depends on theimum SNR induced by the
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particular subset of transmit antennas. The transmittetbsy with the smallest post-
detection SNR dominates the error performance of the sygterh]. That's why we use
the minimum SNR as a key factor to choose the best modulatazterand channel matrix
for the system. In our MIMO system, the receive signal vegtat the receiver side can
be represented as

= /EsHx+n, (4.9)

wherex is the transmitted symbol vectd, is the channel matrix,/Es is the power
allocation vector and is the noise vector in which it is assumed that noise is zezarm
circularly symmetric complex Gaussian (CSCG) with variaNge In the ZF receiver, the
dispread signat can be obtained by correlating the received signaith pseudo-inverse

G of the selected channel matiik
z =Gy = VEsGHx +Gn, (4.10)

For the ZF receiver, the post-processing SNR of the worsss@am is expressed in
[4.14]

W = Adin(H) —— (4.11)

where Anin(H) represents the minimum singular value of channel matrix T is
the number of selected transmit antenna, @i is the minimum post-processing SNR
of the selected channel matrix for ZF receiver, respectivdlhe expression in (4.11)
confirms the intuition that the performance of linear reeesvshould be improved as the

smallest singular value of the channel increases.
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4.3.2 Relationship between Minimum Singular Value and Parame-
tersof MIMO Channel Matrix

The value ofAnin(H) can be obtained by using SVD method. SVD method decomposes
the channel matrix into a diagonal mati$of the same dimension with non-negative
diagonal elementa (H) in decreasing order and unitary matri¢¢andV so that
rank(H)
H=uUsvH = Zl uisvy". (4.12)
=
In the above equationy andv; are the left and right singular vectors wihdenoting
the singular values that are arranged in descending ordaong these singular values,
the value ofAnin(H) is heavily effected by two factors [4.15]. One factor is fagicorre-
lation of channel matriXd. Low correlated channel matrix has higheg,(H) value than
highly correlated channel matrix [4.15]. The second faatdrich influences on the value
of Amin(H) is average channel gain of the channel mattixChannel matrix with higher
average gain has higher singular value than channel maitiidawer channel gain under
the same fading correlation condition [4.15]. In the MIMGsgm, good channel con-
dition has low correlated fading channel matrix and highermel gains. We can know
the best channel condition based on these two factors. Howsymetimes one channel
instant may have good channel gain with highly correlatezhael matrix and the other
time instant may have low channel gain with low correlateactel matrix. In this condi-
tion, it is very difficult to consider the best channel coradit Fortunately, these average
channel gain and fading correlation are directly relatedi4a(H) and we can know the
better channel condition by comparing thésg,(H) values. Thereforedmin(H) can be
used as an appropriate performance indicator to chooseetechannel matrix for the

system.
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Figure 4.2: Relationship between gains of LOS, NLOS Partafattor.

In the MIMO channel matrix in (4.1), it is a combination of L@8d NLOS and their
values are controlled by using K-factor. Kf is equal to zero, then MIMO channel is
totally influenced by the NLOS part and changed to pure Rayl®8¢gMO channel. In
this case, the use of cross-polarized antennas will alwestdtrin a performance loss and
we should use uni-polarized antennas to improve the cgpaiciiversity in the system
[4.3]. On the other hand, K is equal to infinity, then MIMO channel is totally influenced
by the LOS part and the NLOS effect will be removed from theeysand approaches
to non-fading link. In this case, the use of uni-polarizeteanas results in high antenna
correlation and it is always better to use cross-polarirgéeraa. If the antenna correlation
is very high, it shown in [4.3] that the use of spatial mukihg is no longer possible
(due to the high error rates), whereas replacing the twonaate by a cross-polarized
yields error rates that are acceptable. Therefore, we tadsetK-factor parts from LOS
and NLOS in (4.1) to show the simplified relationship betwKeflactor and channel gain
for MIMO channel matrix. Fig. 4.2 shows the relationshipvibe¢n the channel gains

and K-factor values for LOS and NLOS parts in (4.1). Accogdia this figure, we can
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know that NLOS part is mainly influenced in the lower K-factegion and we should use
uni-polarized MIMO system as explained in above. When LO$ipamainly influenced
in the higher K-factor region, we should use cross-polariZéMO system. On the other
hand, around the crossing point of LOS and NLOS curves, b@B ppart and NLOS
part can influence in the MIMO channel matrix and we shouldals®IMO antennas
for better system performance if there are available RF shairsupport 3« 3 MIMO
system. However, in the practical channel matrix case, mélazannot be simplified as
stated in the above condition. There will be shift in croggeint which is formed by the
gain of LOS and NLOS curves in this figure. The actual posibbthe crossing point
will be depend on the various channel parameters in the MIyKDesn such as transmit
and receive antennas correlations, channel gain, muitfpding, line of sight condition
and SNR condition. Note that, all these factors have theioaiship withAnyin(H) value
as explained in previously. Therefore, we have to compdravallable Ay, (H) values

which can be obtained from the available subchannel matrice

4.3.3 Reduction of Complexity in the Antenna Selection M ethod

4.3.3.1 First Step: Removal of Unnecessary Subchannel Matrices

Based on the available RF chains in MIMO system, there have Silplitees for 2x 2
MIMO combinations, three possibilities for>32 MIMO combinations and one 33
MIMO system can be used in the system and these availableehamatrices are shown
in Fig. 4.3. In this figuregy,sH! is MIMO main channel matrix and all other chan-
nels are its sub-channel matrices which can be obtainedrbgwieg row and column
of MIMO main channel matrix. Therefore, 13 singular valuas e obtained from the

MIMO channel matrices of Fig. 4.3. And Fig. 4.4 shows the miam singular values
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Figure 4.3: Possible subchannel matrices in the propos&tivlystem.

of these available subchannel matrices for various cdioelaand K-factor values in 3-

dimensional graph. This figure is shown for the purpose dissizal descriptions of

MIMO subchannel matrices for our system by using 150000 kitiin times for each

correlation and K-factor value.

We useK = 1/16 (low K-factor, mainly influenced by NLOS par#, = 1 (medium

K-factor) andK = 16 (high K-factor, mainly influenced by LOS part) to contrio¢tinflu-

ence of LOS and NLOS parts in the channel matrix, and coroeldctors are gradually

increased from 0 to 1. In each simulation time for the paldicoorrelation and K-factor

value, 3x 3 MIMO channelH;qq is randomly generated for equation (4.4). By using this

Hiqd, We can obtain the 8 3 main MIMO channel matri¥ in equation (4.1). After that,
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Figure 4.4: Comparison of Minimum Singular Values for sulyoted matrices from orig-
inal 3x 3 MIMO system for various correlation and K-factor.
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we can obtain 13 channel matrices in Fig. 4.3 and their SVDeshre shown in Fig. 4.4
by increasing order in H-axis from right to left directiom the H-axis of Fig. 4.4, we
used H(1), H(2), - to H(13) to represent the 13 channel matrices in Fig. 4.3. Byyang
SVD to the original 3x 3 main MIMO channel matrid, we can also obtain the sec-
ond largest minimum SVD value for each simulation time ares&SVD values are also
shown in the point number 14 in H-axis to be used in next seetid.3.2.

For the clear presentation, we will not show the maximum @igvalues for these
channel matrices because we only need minimum singulaesatufind the best channel
matrix for our antenna selection method as already expdamsection 4.3.2. In Fig. 4.4,
we can see that minimum singular values of uni-polarizeaisabnel matrices are larger
than those of cross-polarized subchannel matrices in loladker and low correlation
region. Thatis because of the more influence of NLOS par&mrctiannel for low K-factor
condition. On the other hand, minimum singular values otstpolarized subchannel
matrices are larger than those of uni-polarized subchanagices in high K-factor and
high correlation region. This condition occurs becausehef more influence of LOS
part in the channel for high K-factor condition and robuswef cross-polarized antenna
system to the antenna correlation. However, all of thesenmim singular values of
uni-polarized and cross-polarized subchannel matriceslavays larger than minimum
singular values of mismatched polarized subchannel nesti¢d1(10) to H(13) ) in all of
the correlation and K-factor values as shown in this figurecakding to their polarization
mismatches, their channel matrices have very low ranksdw siery low minimum SVD
values. Therefore, it is not necessary to consider thesghaninel matrices to use in the
proposed antenna selection scheme. That's why, 13 possibtshannel matrices can be
reduced into 9 possible combinations to be considered. i$hia¢ first step to reduce the

complexity of the proposed antenna selection scheme.
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4.3.3.2 Second Step: By Using Upper Bond of Second Largest Minimum Singular
Value from Main MIMO Channel Matrix
By applying SVD to the original % 3 MIMO channel matrixH, we can get three sin-
gular values with descending order suchAggy, A2, Amin - And we callA; as a second
largest minimum singular value. In the point number (14) edtis in Fig. 4.4, we also
show the second largest minimum SVD valugg) (©f original 3x 3 main MIMO channel
matrixH, and we can see that they are upper bonds for all other minigiugular values
of subchannel matrices. This condition occurs becausealar subchannel matrices are
taken out from main X 3 MIMO channel matrixH. Therefore, we do not need to find
all of the available subchannel matrices at the same timefirgtt we have to find the
singular values for % 3 MIMO channel matrixH and after that we have to find the min-
imum singular value for other subchannel matrices and coenwéh the second largest
minimum singular value of & 3 MIMO matrix H(A2). As soon as they are equal, we
can cut off the finding process for the remaining subchanratioes. That is the second
step for the reduction of complexity in the proposed methodhe conventional antenna
selection methods in [4.8] and [4.11], they have to compleragular values or channel
gains which are obtained from all possible subchannel pegtrand select the maximum

one after comparing all these possible values.

4.3.4 AdaptiveBit Loading and Problem Formulation for theMIMO
System M odel

In our system, we are also applying the adaptive bit loadihgclvdynamically deter-
mines the constellation size based on the current channditmmn and predefined BER,
to improve the capacity under the constraint of QoS requergmin the context of mul-

tiple antenna systems, the constellation S%eassigned to thé" transmit antenna is
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Table 4.1: SNR Threshold and Modulation Modes
SNR Threshold o | T4 T1g| MNea

Bit Loading 1] 2 4 6

varying depending on the subchanSdR(y). The available modulation orders in our
work are constrained tbl; = {0, 2, 4, 16, 64}, wheréMl; = {0} means no data are trans-
mitted,M; = {2} is BPSK andM; = {4, 16, 64} are M-QAM. The relationship &NR(y),
BER(R,) for coherent detection of constellation siad; with Gray bit mapping is ap-

proximated in [4.1].

P, ~ O.2exp(—1.5—Miy'_ 1) , (4.13)

With a predefined target BERY{), the SNR threshold poirty, for a specified bit
loading, can be easily found for given constellation sizénagl.13) and shown in Ta-

ble. 4.1.

Mi—1 1

By using (4.13) and (4.14), we can calculate the modulatiodeh andl"y, based
on target BER and instantaneous SNR for the worst MIMO link.s Bgiower and an-
tennas should be allocated jointly to achieve the optimaltsm. However this causes
the high computational complexity at the base station ireotd reach the optimal al-
location. Hence, we use the equal power distribution andlegumber of bit will be
loaded on all of the selected transmitted antennas for thplsidecoding at the receiver
side to reduce the complexity in the system. The proposetiodatan be started from
the following nonlinear constrained optimization proble@ur aim is to maximize the

total data throughput under the constraints of total tranhpower, available RF chains
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and predetermined target BER in the system. The allocatioblggm is formulated as

follows:
Tsal

max(Cigta ) = Max <_Z|092(Mi)> , (4.15)

subject to:
T < Ry < Avaliable RF chains (4.16)
& (logy(Mi)) = Rotal / Tsal, (4.17)
BER <h,, (4.18)
logy(M;) = logy(My), i # k (4.20)

whereCiqa andRqg are total data rate and total available transmit power irsyise
tem, respectivelyTy andRyy are the selected number of transmit and receive antennas in
the system. The convex functien(log,(M;)) represents the amount of energy necessary

to transmit(log,(M;)) bits from theit" transmit antenna in the system.

4.3.5 Joint Antenna Selection Method with AdaptiveBit L oading un-
der the Constraint of Total Transmit Power, Target BER and
RF Chainsin the System

In this section, we would like to explain the effect of chanp@&rameters (such as SNR,

K-factor and correlation) on the decision of joint antenakestion method. This antenna
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Figure 4.5: Comparison of Singular Values for subchannetioes from original 3x 3
MIMO system for each channel instant.
selection must be performed with adaptive bit loading unlerconstraint of total trans-
mit power, target BER and available RF chains in the system. xptam the effect of
these channel parameters on the decision of joint anterleetise, we show the min-
imum singular values of 13 subchannel matrices and secogdstaminimum singular
value in Fig. 4.5 for 16 times of channel realizations. To ti figure, 3x 3 MIMO
channeld;qq are randomly generated by using Matlab simulator for eanh thstant of
channel realization and thi$;qq is substituted into (4.1) by using random parameters for
K-factors and antenna correlations and average SNR to ghtreaThe random values
which have been used for each time instant are also showrble. 7a2. As already men-
tion in the earlier section, minimum singular values of magohed polarized subchannel
matrices are very low and we do not show their values in thieviahg figures for the
clear explanation and presentation of our proposed method.

The simulation results for the SNR values of the 3 MIMO links and its subchannel

matrices from time instant 1 to 16 are shown in Fig. 4.6. WheiR$jdp between the
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Table 4.2: Random Values of K-factor, Correlation and Aver@ah for each channel instant which are used in the developmen

of Figs. 4.5, 4.6 and 4.7.

Time Instant| 1 2 3 4 5 6 7 8 9 10 11 12 13 14 | 15| 16
K-factor 0.6 9 0.1 | 0.75| 0.3 9 18 | 0.3 | 0.7 | 0.95| 0.25] 0.35| 0.15| 0.5 | 0.6 | 0.65

Correlation | 0.55| 0.16| 0.11| 0.7 | 0.27| 0.99 | 0.63| 0.46| 0.14| 0.34| 0.8 | 0.67| 0.96| 0.03| 0.3 | 0.7
SNR(dB) 30 2 8 26 27 4 7 27 10 34 16 6 11 28 4 17
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Figure 4.6: Comparison of SNR Values for originak3 MIMO channel matrix and its
subchannel matrices for:32 and 2x 2 MIMO systems.

worst link and other link is very large, then efficiency midig reduced for the usage
of resources in the system. According to (4.20), the worgvi@llink will limit the
lower modulation mode for the whole system although othevi@llink can load higher
modulation mode. In the case for time instant 4, we shouldoabeH?2 channel matrix
to give the higher throughput because they have the largesinomm singular values.
However, we should not always choose the best channel ldteAtcording to (4.16) and
(4.17), there are other limitations (which are also degoéé®edom in some conditions)
to choose the best channel. In the case for time instant 18ha@d useH 1 if limitation

of RF chains in (4.16) is allowed to use 3RF chain in both sidegenBEhe minimum
singular values oH1 is a little smaller than other channel matrices as showndn4b,
its SNR region is the same as other subchannel matrices ws sh&ig. 4.6. That means
3RF can transmit higher number of total bit than 2RF chains énsyystem. When we
see at time instant 14 fdd1, H4 andH5, we can notice that their minimum singular

values are equal, but their SNR regions are different andgivié the different level of
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Figure 4.7. Comparison of bit loading for originalx33 MIMO channel matrix and its
subchannel matrices for:32 and 2x 2 MIMO systems.

bit loading. That is because of the limitation of (4.17) add0). According to (4.17),
total transmit power is equally distributed to all selectexthsmit antennas. Therefore,
SNR level of 3RF system is less than SNR level of 2RF system awillitause the
lower modulation modes for 3RF system than 2RF system as showigi 4.7. That
is the weak-points of the selection algorithm in [4.8] andL}4 and we improve this
weak-point in our proposed method. In their papers, theyndidconsider the effect of
(4.16) and (4.17). They just choose the largest minimumwsargalues or channel gains
for their selection algorithm under the predefined RF chairt this might cause the
erroneous choosing in sometime as explain in above. Thatswe propose the antenna
selection method which jointly considers minimum singulalues as well as adaptive
modulation and available RF chains for efficient usage ofesysesources.

According to (4.16), there is a limitation in the selectidrtransmit and receive an-
tenna based on the available RF chains in the system. Theyeferconsider our MIMO

system based on the available RF chains. In case 1, we assaintiedite are 3 RF chains
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in both side and thus we can use all available channel matricecase 2, we assume
that there are 2 RF chains in transmitter side and 3 RF chairs&iver side. Therefore,
we can use all subchannel matrices except3MIMO channel matrices . In case 3, we
assume that there are 2 RF chains available in both sides awcd e have to exclude
one 3x 3 and three X 2 subchannel matrices in the antenna selection method.eThes
antenna selection algorithms will use adaptive bit loading antenna selection for the
efficient usage of system resources to improve the systeughput under the constraint

of total transmit power and predetermined target BER.

4351 Casel: ThreeRF Chainsare Availablein Both Sides

In this case, we can use all available subchannel matricéswBican see in Fig. 4.4 and
Fig. 4.7 that at least one of the minimum singular values wf23subchannel matrices is
always greater than or equal to other minimum singular wlieich are obtained from
2 x 2 subchannel matrices. That means we do not need to checkitimaum singular
values of 2x< 2 subchannel matrices if there has available RF chains wilanlrsapport
to use 3x 2 MIMO system. In that case, we can reduce the complexity se dafor
the antenna selection methods by removing all subchanneicegwith 2x 2 systems.
Therefore, we will compare the second largest minimum gargwalue from main 3« 3
channel matrix with minimum singular values fronx2 matrices one by one. As soon
as we find it, we can stop the comparison process. Howevertilveeed to compare
the capacities of & 3 MIMO system and the selectedx® MIMO system to solve the
limitations in (4.16), (4.17) and (4.20).

Step 1: Initialization a) Calculaté y, for eachM;-QAM modulation with predefined
target BER by using (4.12).

Step 2: @) SetH = {HP*3, H3*2 H3*2 H3*2).
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b) Get the second minimum and minimum singular values by m@osing the 3 3
MIMO channel matrix with SVD.

GetAJ:S. andA 3.

c) After getting these values, comparg; 3. with A2 . as follows:
/\333I><2 —0:
For Loop:h=21t0 4

GetA>*?

min’

IfA353 =223x2

3x2 __ y3x2 .
i thenAg“ = A 7, break;

min’
Else if AS? > Ao e thenA 2 = A2%2
End of For Loop.

Step 3. After getting the selecteﬁig’dxz. Calculate effective throughput for-33 and

selected Xk 2 MIMO system as follows:

VTS-d xRg R ATSd X Rggl
min " NoTsg “'min !

If, V;ﬁXRse' >4 thenc'= *Re — 6 ;

Else if, y;,s-?]XRse‘ > [15thenc’= *Re — 4 ;
Else if, y1= R > 1, thencT= Rel = 2 ;
Else if, y1= R > 1, thencl= *Rel = 1 ;

Else,cT=*Rd =0 ;
T Tes T
G ™ = (Zidlcisamsa)
Step 4: CompareC2:3 andC2* and choose the MIMO system which is related to
the larger one.

Step 5: Step 2 to 4 is repeated for next channel realization.
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4.35.2 Case2: Two RF Chainsin Transmit Side and Three RF Chainsin Receive
Side

This case is similar tease 1 except that we do not need to compare with 3 MIMO
system because this system cannot be used by limited RF ¢hdrassmitter side. And
the antenna selection algorithm is expressed in followmargése 2.

Step 1. Same as step 1 in case 1.

Step 2:

a) SetH = {H3*? H3*? H3*?}.

b) Get the second minimum and minimum singular values by m@osing the 3 3
MIMO channel matrix with SVD.

GetA:3. andAy:3.

c) After getting these values, comparg; 3. with A3*?is as follows:

2&2=0;

For Loop:h=2to 4

GetA? .

IfA353 =222

3x2 __ y3x2 .
i thenAg < = A 7, break;

min’

ey 3x2 3x2 3x2 __ 3y 3x2
Else if Ay i > A “ thenAg e = A" L

End of For Loop.

Step 3. Step 2 is repeated for next channel realization.
4.35.3 Case3: Two RF Chainsare Availablein Both Sides

In this case, we don’t need consider mismatch polarized Midh@nnel because of very
lower minimum singular values in these subchannel matridesl the antenna selection
algorithm is expressed in following for case 3.

Step 1: Same as step 1 in case 1.
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Step 2: a) Setl = {HZ*? HZ? HZ*2 H2*2 H2*2 1.

b) Get the second minimum singular values by decomposing ki&MIMO channel
matrix with SVD.

3x3

GetAsdr i

c) After getting these values, comparg; 3. with A%, as follows:

ASZeIXZ — O .

For Looph=5109

If A53 =A2<2

2x2 _ 3 2x2 .
ndmin thenAg < = A 7 ,, break;

min’
£y 2x2 2x2 2x2 _ y2x2
Else if Ay™ i > Asa “ thenAy a = A" s

End of For loop.

Step 3: Step 2 is repeated for next channel realization.

4.4 Simulated Results

We consider the situation of adaptive modulation viith= {0, 2, 4, 16, 64} to maximize
the transmission rate with the target BER of 80 The SNR threshold§ )y, can be
calculated from (4.14). We present the simulation resutschpacity and processing
time for our propose method, methods in [4.8] and [4.11] f®keana selection in three
cases. We also present the results of fixed MIMO system and #xe2 MIMO system
for the references in each case. K-factor and antenna atoelandH;yq is randomly
generated to develop thex33 channel matrix and we use 250000 simulation times for
each methods in the system.

In Fig. 4.8, we show the capacity comparison for case 1. In&&) we can see that the
capacity of proposed method is always better than convealtemtenna selection method

and fixed MIMO system. That is because of the considerationhi® effect of (4.16),
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Figure 4.8: Capacity comparison for case 1.

(4.17) and (4.20) in the selection method. The capacity ahowe[4.8] is always lower
than in method [4.11]. Moreover, capacity of method [4.8bv&rlapped with that of
fixed 3x 3 MIMO system and their performances are even lower than 2xe@ MIMO
system in lower SNR range. Method [4.8] is Frobenius normedamntenna selection
method and when they calculate the Frobenius norm foBMIMO system, its channel
gain is always larger than otherx® or 2x 2 matrices. That's why it will always choose
3 x 3 channel matrices and its performance will be overlappet fed 3x 3 MIMO
system. Because of the equal power distribution in more tnéretennas and limitation
in (4.17) and (4.20) & 3 MIMO transmit antennas cannot use higher modulation modes
in the low SNR range and reduce the capacity. But, when thelit @Xge is large enough,
they can use higher modulation modes with more transminaateand will get the higher
capacity than % 2 MIMO system.

We also show the simulation results of case 1 for the proegssne for each method

in Table. 4.3. In this table, we can see that fixed MIMO systamesthe fastest ones
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in the system and conventional antenna selection methos8hand [4.11] are faster
than our proposed method. In their methods, they just chttesehannel matrix with
the largest minimum singular value in [4.11] and higheshgai[4.8]. And there has no
more calculation is required to consider the limitation4rl@), (4.17) and (4.20). On the
other hand, the propose method will choose the channebovaith the largest minimum
singular value and after that it is still necessary to coraphe total capacity of selected
channel matrix with 3« 3 MIMO channel matrix to consider the effect of (4.16), (4.17
and (4.20). That's why processing time for propose methaditle longer than methods
in [4.8] and [4.11]. In case 1, the proposed scheme takesA%®6f processing time
compared with conventional scheme in [4.11] and 112.1 %moé tcompared with the
conventional scheme in [4.8]. In this case the processing tf the proposed scheme is
nearly equal with conventional scheme in [4.11] and a lltfeger than the conventional
scheme in [4.8]. But, we can also see that the capacity of theoged scheme is also
better when compared with methods in [4.11] and [4.8] as shawFig. 4.8.

In Fig. 4.9, we show the capacity comparison for case 2. kfigure, we can see
that the capacity of proposed method is overlapped with atkith [4.11] although they
are better than method in [4.8] and fixed MIMO systems. In tlaise 2, there are only
3 x 2 MIMO systems available and we do not need to consider tieetedf 3x 3 MIMO
system. That’s why our proposed method will choose only &st Bx 2 MIMO channel
matrix and its performance will be identical to the method4ril]. In this figure, we
can see that the capacity of method in [4.8] is even lower tixad 3x 2 MIMO system.
That is because method in [4.8] will simply choose the higgkesbenius norm from the
available channel matrices and they don’t consider theedfiechannel correlation effect
in the system. When channel is heavily correlated, its mininsingular value will be

very low although its effective channel gain might be thgéat one in the system. And
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Table 4.3: Average processing time comparison for antealegtson methods

Proposed Method in [4.11] | Method in[4.8] | Fixed 3x 3 MIMO | Fixed 3x 2 MIMO | Fixed 2x 2 MIMO
Case 1| 0.0001013 sec| 0.00009405 sec| 0.00009033 se¢ 0.00002087 sec - 0.00002511 sec
Case 2| 0.00008145 se¢ 0.00007959 ses 0.0000651 sec - 0.00002429 sec | 0.00002456 sec

Case 3

0.000102 sec

0.0001737 sec

0.000128 sec

0.00002426 sec

SNy pare|nWIS 'y
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Figure 4.9: Capacity comparison for case 2.

the highest channel matrix will be chosen even though ite&V&NR link cannot carry
the higher modulation modes. Therefore, capacity of methdd.8] is not as good as
fixed 3x 2 MIMO system.

Their processing times for case 2 are also shown in Table. Kh3his table, we
can see that fixed MIMO system has the fastest processingatimheénethod in [4.8] has
lower processing time than the proposed method and meth@dlih]. That is because
of singular value decomposition process in these two math8Y¥D processing time is
normally longer than Frobenius norm method for the MIMO afegmmatrix. In case 2,
the proposed scheme takes 102.33% of processing time cedpéth method in [4.11]
and 125.1% of time compared with method in [4.8]. In this dl®eprocessing time of
the proposed scheme is nearly equal with the conventiohanse in [4.11] and a little
longer than the conventional scheme in [4.8]. But, we can sd¢sothat the capacity of
the proposed scheme is equal with the conventional schefdelih] and better than the

conventional scheme in [4.8] as shown in Fig. 4.9.
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4.4 Simulated Results
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Figure 4.10: Capacity comparison for case 3.

In Fig. 4.10, we show the capacity comparison for case 3. &), we can see that
the capacity of the proposed method is overlapped with nagthgt.11] although they are
better than method in [4.8] and fixed MIMO systems. In thisecasthere are only 2
MIMO systems available and we do not need to consider thetedfg(4.16) and (4.17).
That’s why our proposed method chooses only the bes?2 IMO channel matrix and
its performance is identical to the method in [4.11]. In thagire, we can see that the
capacity of method in [4.8] is also lower than fixeck2 MIMO system. That is because
of the same reason which is already explained in Fig. 4.9.

In Table. 4.3 for case 3, we can see that fixed MIMO system heafagitest process-
ing time.In the proposed scheme, we have to calculate anasehthe best transmit and
receive antenna to achieve the best channel condition isystem. And this calculation
process will take some amount of time in the system. But, irfikeel scheme, they don't
need to select transmit or receive antennas from the sysidrarefore, fixed schemes

have no calculation delay in their systems and that's why@sed scheme’s processing
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time is larger than fixed schemes for all cases.On the othedt,the proposed method
has lower processing time than conventional methods i) @8 [4.11]. That is because
of the effect of reduced complexity in our proposed methadexplained in section 4.3.
In case 3, the proposed scheme takes 58.7% of processingaimgared with conven-
tional scheme in [4.11] and 79.61% of time compared with eotional scheme in [4.8].
Moreover, we can also see that the capacity of the propodezirsxis equal to that of
conventional scheme in [4.11] and much better than the cdioreal scheme in [4.8] as

shown in Fig. 4.10.

4.5 Conclusion

| have proposed the reduced complexity antenna selectitmoth&vith adaptive bit load-
ing and polarized antennas based on the SVD to improve tledhput performance
under the constraint of total transmit power, predeterohiaeget BER and available RF
chains in the system. The complexity is reduced by removimgeaessary subchannel
matrices which have always very low minimum singular valaed by comparing the
second largest minimum singular value obtained from oalgimain MIMO matrix. Com-
puter simulated results show that the proposed schemevashet only higher through-

put but also less processing time than conventional schanjés] and [4.11].
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Chapter 5

Conclusion

In this dissertation, we presented our research works omiges technologies for next
generation broadband wireless mobile communication Bystén chapter 1, the evolu-
tion of mobile wireless generation are presented in firstadtet that, the back ground in-
formation and theories of MIMO, OFDM and resource allocatiechniques and antenna
selection methods are introduced. MIMO technologies cae thie high speed internet
access under the limited resources of radio frequency witadditional transmit power
in the wireless system. MIMO technology in spectral muéiphg system will work more
efficiently if there has rich scattering multipath chanrelisonment to give the low corre-
lated channel matrix in the system. Therefore, our reseaocks focused on this MIMO
technologies in spatial multiplexing system for higheredaansfer rate in next generation
mobile wireless system. On the other hand, Inter-Symbiarearences will be occurred
because of the rich scattering multipath channel envirotiraed MIMO system cannot
directly applied in the wide band transmission and it is tedito use in the narrow band
transmission to avoid the ISI interference in the wirelgsgtesm. But, we can combine
the OFDM technology with MIMO to reduce the ISl interferencehe wireless system.
So, the combination of OFDM and MIMO technologies is one @& key technologies

for next generation mobile wireless communication. So vge discussed about OFDM
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technologies in the first chapter to give the better undedstag of this dissertation. Users
of multiuser OFDM system observe multipath fading but hanaependent fading param-
eters due to their different locations. Hence, multiussteay creates channel diversity as
the number of user increases and we discussed about thegesdiocation techniques
for the efficient usages of multiuser diversity in the mudéu MIMO-OFDM system. In
the conventional resource allocation schemes, the uskrbegt channel condition will
have most of the system resources and it will cause the yodéizies in sharing system
resources among users based on their requirements and mayiees. So we focused
our research work to give the proportional data rate fagrssong users in the system
depend on their data rate and QoS requirements in the MIMOMireless system.
So, the background theories of conventional resourceatltmt are presented in the later
part of chapter 1. In the multiuser MIMO-OFDM wireless conmiuation system; we
need huge calculation for channel estimation, resourceatibn, channel coding and
encoding and other necessary process for the successutrdasfer between the base
station and mobile unit. Therefore, we should consider fovetluce the complexity in
these processes in the wireless communication system. Aralse emphasized on the
reduction of complexity in the antenna selection methodhé&NMIMO wireless commu-
nication system. To give the clear understanding of our @sed method, we introduced
the background theories of antenna selection method in MiMi@less system in the
later part of chapter 1.

Chapter 2 focuses on the resource allocation scheme for gdswlMO-OFDMA
system for next generation wireless communication sysbemie multiuser mobile wire-
less communication, some users might have good channetioorahd some users might
have bad channel condition. In that case, we can give theuseitdiversity into the

system, if we apply the adaptive resource allocation in tinidbile wireless system by
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choosing the best channel user to increase the system mparioe. On the other hand,
it is necessary to consider to support the many differerdsiof mobile application and
their service requirement among multiple users in the neregation wireless communi-
cation system. That means, resource allocation shoulddzmsot only to improve the
system performance but also to give the proportional ddéaremuirement among users
in the system. Most of the conventional schemes considergttitease the total system
capacity in MIMO and OFDM wireless system. So these congeatischemes are not
suitable for the next generation wireless communicatisiesy. One of the problem in
the resource allocation scheme is different channel ciomdib the space domain and
frequency domain among users in the system. So, it is vefigulifto know which user
has the best channel condition for space and frequency ddhvee use the conventional
channel gain comparison methods among users in the MIMOMDBistem. To solve
this problem, we use the singular value decomposition ntetbahoose the best sub-
carrier for each user based on the assumption of equal pastabdtion among users in
the system. Users are also separated in the frequency deonggduce the complexity
in the MIMO-OFDM wireless system. In each step of the resewitocation process,
we consider not only to increase the total system capacityppeance but also to give
the proportional data rate fairness requirement amongingbe system. Therefore, the
proposed resource allocation scheme can give exact propalridata rate fairness re-
quirement among users in the MIMO-OFDMA downlink system.

One of the advantages of MIMO system is spatial multiplexmghe system. That
means, different users can transmit their different dathersame frequency at that same

time without additional transmit power and bandwidth in #eeless system. Therefore
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chapter 3 focuses on the resource allocation in the spatikipiexing multiuser MIMO-
OFDM wireless system. That means different user’s data garlap in the same fre-
guency at the same time. Therefore, we can use scare speswalces more efficiently
in the MIMO-OFDM wireless communication system environtsern this chapter, we
consider again to give the proportional data rate fairneastcaint and QoS requirements
among multiple users in uplink MIMO-OFDM wireless system.t Bhis time, wireless
users are not separated in the frequency domain and cortyplekibe increased when
compared with previous research work in chapter 2. One optbblem in this kind of
system is the antenna correlation in the wireless systetheloonventional resource allo-
cation schemes, they can not handle the antenna correfatiperly to increase the total
system capacity. Moreover, most of them could not give tbe@rional data rate fairness
among users in the system. In the proposed method, we ussith¢hear value decompo-
sition method to handle the antenna correlation in the alatiltiplexing system. Highly
correlated antenna will be separated in the frequency doarad low correlated antenna
can be allocated in the same subcarrier to increase thesygt#ém capacity based on
their minimum singular values. In each resource allocasi@p, the proposed resource
allocation scheme consider not only to increase the totkgay capacity but also to give
the proportional data rate fairness among user in the systetar the constraint of total
transmit power and target bit error rate for each user.

In the previous research works, we proposed two resour@esdibn schemes for mul-
tiuser MIMO-OFDMA downlink system and MIMO-OFDM uplink sgeEm in chapter 2
and 3. In the mobile wireless communication system, basestaced to compute chan-
nel estimation, coding, subcarrier, bit and power allasafor each user in the system
and this will cause the high computational complexity inllase station. Therefore, it is

necessary to reduce the complexities in each step of théeggreommunication system
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as much as possible to reduce the over all processing tintedanobile wireless system.
Therefore, we also proposed the reduced complexity schenibd antenna selection in
the MIMO wireless communication system in chapter 4. Chaptiscribes the reduced
complexity antenna selection method with adaptive bit ilogénd polarized antennas
based on the SVD to improve the throughput performance utheeconstraint of total
transmit power, predetermined target BER and available Rhsl@athe system. In the
conventional multi-input multi-output (MIMO) communigah systems, most of the an-
tenna selection methods considered are suitable only &tiadly separated uni-polarized
system under Rayleigh fading channel in non-line of sight@$l) condition. In the prac-
tical MIMO channel case, influence of LOS and NLOS conditiornhe channel can vary
from time to time according to the channel parameters andmeeement in the system.
Based on these influences and channel condition, uni-pethegstem may outperform
a cross-polarized and vice versa. Thus, we consider howdcesthe complexity in
the practical MIMO channel environment when developingahinna selection scheme.
In this research, reduced complexity in antenna selectiggraposed to give the higher
throughput in the practical MIMO channel environment. Tlenplexity of proposed
scheme is reduced by eliminating unnecessary subchantrat@savhich have mismatch
polarization and by using second largest minimum singuduwesobtained from original
main MIMO matrix as an upper bond for all other minimum siragualues in the system.
As an overall conclusion, this dissertation contributes éffficient resource alloca-
tion scheme with exact fulfilment of proportional data ratguirement among users for
downlink MIMO-OFDMA system and uplink MIMO-OFDM system amdduction of
computational complexity in the antenna selection methottee MIMOM wireless com-

munication systems for next generation mobile commuroaoati
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In future extension of our research, we will consider to ghesoptimal resource allo-
cation with reduce complexity in the subcarrier, bit and poallocation for the downlink
and uplink in the multiuser MIMO-OFDM system in chapter 2 éxdChapter 4 consid-
ers only the limited number of transmit and receive antenmabers in the transmitter
and receiver side in the MIMO wireless communication systeFherefore, it is also
necessary to develop the reduce complexity in the antereetio® for MIMO wireless
communication system with any transmit and receive anteangbers in transmitter side

and receiver side.
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Appendix A

Appdx A

A.1 Derivation of (2.15)

Here, the meaning and derivation of (2.15) are described.

SN
bk m = l0g, (1+ = AF;’“) (2.15)
The general expression of (2.15) can be written as
b log, (1.4 Peimleiml” N 2o 14+ NRejm (A1)
k.j,m— 1002 NoGAP =100, GAP .
where
p|<,j,m“1k,j,m|2
SNR jm= TNy (A.2)

Px j. m =transmit power forj*" transmit antenna dé" user onmt" subcarrier.

hi j m =channel gain fojt" transmit antenna dé" user onmf" subcarrier.

No =average noise power.

bgt ,, =numbers of estimated bits to be transmitted frgfhtransmit antenna d¢"

user onm" subcarrier.
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A.2 Derivation of (2.16)

(A.1) is a simplified form of water-pouring energy allocatif2-9]. Although water-
pouring energy allocation will yield the optimal solutiahjs often difficult to compute,
and it tacitly assumes infinite granularity in constellatgze, which is not realizable. By
using (A.1), we can obtain the estimated number of bits tadmesimitted from antenna
of userk on subcarriem. In the subcarrier allocation step, we assume that equagpow
distribution (px j m = 1) is carried out for each user’s transmitting antenna oalloeated
subcarrier. Moreover, the same number of bits are transdnitom all transmit antennas
of user k on subcarrier m. (i.6g} , = ---bg -+ = by ) Moreover, we know that
minimum SNR dominates the error performance of the systei}.[Z hat's why we use
the minimumSNR ; m to calculate the number estimated bits to be transmitted it
transmit antennas of uskon subcarriem. For the clear expression, we use the following

notation for the minimunBNR among all transmits antennas of ukesn subcarriem.

where

SNR™ = min(SNRetm, - SNR jm- - SNRe g m)

2 o) (A3)

1 .
= N—Omln(‘hk71,m}27|hkj,m

Then, (2.15) is obtained by substituting the minim88R among all transmits anten-
nas of usek on subcarriemin (A.2) with Sl\IRE‘m“ in (A.3). We use (2.15) to give fast
processing and simplification for the estimation of numbetransmission bits for our

proposed scheme.

A.2 Derivation of (2.16)

Here, the derivation of (2.16) is described.

GAP

_— 2.16
SNRem (2.16)

& j.m(bkm) = (2%m 1)
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A.2 Derivation of (2.16)

We transmit equal number of bits from all of transmit antenofuserk on subcarrier
m. Therefore, we uséN mm value to calculate the estimated number of bits to be trans-
mitted from all transmit antennas of useon subcarriemby using (2.15). However, this
estimated number of bits might be non-integer value andtisuitable for the available
constellation modes (no transmitting, BPSK, QPSK, 16 QAM 4r(BAM). Thus, the
integer valueoy m is obtained by rounding the value bﬁf‘m to the nearest mapped symbol
which conveys either 0,1,2,4 or 6. Moreover, the integeu&} ,, to obtain the transmit

power of antennajsof userk on subcarriem, should be expressed as.

P, j,m

hy j m}z
7J7
NoGAP ) ’ (A4)

bk m = log, (1+
wherebym=bx1m="-=bxjm-=bim

In the next step, we have to re-adjust the transmit powemrdoupto the rounded number

of bits and related channel conditions for user k on submami of transmit antenna j.

Therefore, we take antilog on both side of (A.4) and by shgftihe variables from left

side and right side, we can obtain the following equation

NoGAP
[ j.ml”

(A.5) expresses the required transmit power for antgrofauserk on subcarriem.

Prjm= (2%m —1) (A.5)

No

By substitutingpy j m with & j m(bx m), and -
k,j,m

> With s,\l,%kj —, respectively in (A.5), we

can obtain (2.16).
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