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主論文題目： 

Peer-to-Peer Video-on-Demand System Based on Video-Data Popularity 

(動画データの普及度に基づいたピアツーピア動画配信システムに関する研究) 

 
 

 本研究は，動画データの検索や送信を視聴者端末（ピア）間で分散的に行うことで動画配信ノー

ドの配信負荷を低減する，ピアツーピア動画配信システム（P2P VoDシステム）の性能向上を目的

としたものである．P2P VoDシステムは，動画データの検索や送信をピア間で分散的に行うため，

動画データ普及度の偏りによりシステムの性能低下や動画配信ノードの負荷増加がおこる．本研究

では，P2P VoDシステムの主要な機能である，ピア検索，動画データ送信スケジューリング，それ

ぞれについて検討し，動画データがPeer-to-Peer（P2P）ネットワーク中でどれだけ普及している

かを表す，動画データ普及度に着目した新しい方式を提案した． 

 ピア検索については，P2Pネットワーク上の局所的な普及度をもとに推定したデータ普及度を用

いるローカル普及度ベース複合型検索手法HyDiffを提案した．複数の検索モデルの使い分けに，

データの要求度をもとに推定した普及度を利用する既存方式では，適切な普及度推定間隔を決める

ことが難しく，また，適切な推定間隔を設定できない場合，推定普及度と実際の普及度の差が大き

くなり，検索効率が低下することがある．一方，本研究の提案方式では，P2Pネットワーク上のデー

タの局所的な普及度から求めた推定普及度を用いる．局所的な普及度をもとにした本方式では，推

定普及度の精度が普及度推定間隔に対し線形に変化するため，普及度推定間隔の設定が容易にな

る．さらに，実際の普及度と推定普及度の誤差が小さくなるため，検索モデルをより適切に使い分

けることができる．シミュレーション評価により，提案方式の有用性を応答率，応答時間，維持コ

ストなどの点から確認した． 

 動画データ送信スケジューリングについての検討では，新規参加ピアに普及度の低いデータ・

ピースの受信権を貸し付ける仕組みを導入したピース・レンディング方式を提案した．一般のP2P 

VoDシステムでは，ピアに積極的なデータ送信を促すため，ピアごとのデータ送信量に応じた量だ

けデータ受信を許可する，報酬付けアルゴリズムを用いる．しかしP2P VoDシステムでは，動画

の先頭部分を構成する断片データの普及度が高くなるため，既存の報酬付けアルゴリズムを用いる

と，サービス参加直後のピアは動画配信ノードの補助が無ければピース交換に参加できない．一方，

本研究の提案方式では，新規参加ピアはシステムに貸し付けられた普及度の低い断片ピースの受信

権を使い，一定の期間ピース送信なしに普及度の低いピースを受信できる．これにより，新規参加

ピアもピース交換に容易に参加でき，ピアの送信帯域利用率が向上する．シミュレーション評価に

より，提案方式の有用性をピア送信帯域利用率，再生開始遅延などの点から確認した．  
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Abstract 

 Peer-to-Peer (P2P) Video-on-Demand (VoD) systems are widely researched for the 

realization of low-cost VoD services. This dissertation discusses methods for peer 

search and video data transmission scheduling on P2P VoD systems, and proposes 

novel methods for these two functions with a focus on video-data popularity. 

Video-data popularity is defined as the data’s diffusion ratio in the P2P network and 

it significantly impacts the efficiency of P2P VoD systems. 

 This dissertation proposes HyDiff, Hybrid search based on Diffusion ratio for peer 

search. HyDiff uses search-target popularity estimated by local popularity for 

choosing search strategy. Existing hybrid search methods use the request rate to 

estimate search-target popularity. However, it is difficult to retain high efficiency 

because a large gap between the measured request rate and popularity exists in 

some cases. The proposed method bases its popularity estimation on local popularity. 

As a result, the search efficiency is expected to be retained in the proposed method. 

Efficiency of the proposed method in terms of the response rate, response time, and 

maintenance cost is evaluated by simulation. 

 This dissertation also proposes Piece Lending for video data transmission 

scheduling. Piece Lending adopts a lending approach in which the P2P system lends 

receiving rights for low-popularity pieces to a newly joined peer, and then later 

collects contribution from the peer in compensation for using rights after the peer 

have obtained enough pieces. In existing methods, low-popularity piece pushing from 

the video provider node is required for newly joined peers. In the proposed method, 

P2P systems provide receiving rights for low-popularity pieces to newly joined peers. 

They use these receiving rights to receive low-popularity pieces from other peers 

without support from the video provider node. Efficiency of the proposed method in 

terms of the utilization ratio of peer transmission capacity and start-up latency is 

evaluated by simulation. 
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Chapter 1

Introduction

1.1 Background

Video-on-demand (VoD) systems have been researched widely since the 1990s [1–3]. The

Digital Audio Visual Council (DAVIC) was founded in 1994 to promote and develop

a protocol for standardization of VoD systems. In the 1990s, however, high operating

costs of video data transmission networks and video provider nodes pushed VoD service

usage fees well above those of video rental services [4–6]. Those costs are much lower

today, allowing many users to utilize VoD services; one of the most popular VoD services

currently has approximately 800 million users per month [4].

Commercial Internet-based VoD systems have high operating costs associated with

the server clusters they require [7]. The content provided by most of the large VoD

services includes videos that were commercially produced, as well as those created by users.

Content produced and provided by end-users is called user-generated content (UGC), and

many services that provide UGC have become quite popular. A characteristic of well-

known UGC services is that they offer very large amounts of content [4, 8]. There exist

various types of UGC, including videos, music, graphics, and dictionaries. Of these, video

files tend to be comparatively large, and therefore place heavy loads on hosting servers.

This drives server and network operating costs up, limiting the quality of service provided

to VoD system users.

VoD server loads are often high because systems are based on a client-server model,

1



Chapter 1 ： Introduction

where servers hold all information related to content and users. This makes systems

highly manageable and easily modified. In such systems, video provider nodes send all

video content data to users, meaning servers must be relatively high-performance, and

thus expensive. Moreover, video provider node performance should scale with the num-

ber of users because UGC services generally start small and grow over time. VoD service

efficiency on a client-server system is greatly decreased when video provider node perfor-

mance is insufficient for the number of users, but excessively high-performance systems

represent wasted cost. This scalability problem is a major issue for VoD systems.

Recently, peer-to-peer (P2P) networks have attracted interest as a solution to the

scalability problem [9–17]. P2P networks have been researched in relation to a wide

variety of Internet applications [9–35], particularly file sharing systems [19–21] and live

streaming systems [22–25]. P2P VoD systems consist of a video provider node and viewer

nodes for each video. Viewer nodes not only receive video data, but also provide resources

such as bandwidth, storage, and CPU cycles to the system. Even low-performance video

provider nodes can therefore assist in providing high-quality video content to a large

number of viewer nodes. Moreover, it is unlikely that P2P VoD system service quality

will decrease when the number of users increases rapidly, because more users mean more

resources available. VoD providers thus do not need to prepare high-performance video-

provider nodes to cover temporary increase in the number of users. Additionally, failures

in P2P VoD systems are more localized than in client-server model VoD systems; when

failures occur in a video provider node, viewers can keep viewing the video by receiving

video data from other viewers of the video.

P2P VoD systems are classified into peer-assisted VoD systems and pure P2P VoD

systems, based on the presence or absence of high-performance servers maintained by the

VoD provider. In peer-assisted VoD systems, video provider nodes are high-performance

servers that serve multiple video contents to viewer nodes with the assistance of viewer

nodes. Video content providers, which can be companies or end-users, put video content

on central servers. In pure P2P VoD systems, video provider nodes are peers maintained

not by VoD providers, but by video content providers. When the video content provider

is an end-user, performance of the video provider node is limited in comparison with

high-performance servers.

2



Chapter 1 ： Introduction

This dissertation assumes use of pure P2P VoD systems, because pure systems require

higher performance than peer-assisted ones. This assumption also means that peers are

video provider nodes or viewer nodes, and that the individual node performance is low.

Pure P2P VoD systems allow end-users to provide video content using their own PCs

instead of video provider nodes offered by commercial service providers. One of the

motivations of using pure P2P VoD systems is allowing commercial VoD providers to

deliver videos without limitations on quality.

This dissertation focuses on video-data popularity and the development of P2P VoD

systems. Popularity refers to the number of peers possessing data, a value defined as the

data’s diffusion ratio in the P2P network. Video data popularity significantly impacts the

efficiency of P2P VoD systems; when peers search for desired video data, popular data are

easily found but unpopular data are scarce. In P2P VoD systems, video data are divided

into small pieces for P2P delivery. Peers must collect all pieces of a desired video for

playback. Unpopular data therefore causes many peers to suffer from slow downloading,

and can prevent high-quality video playback. It is therefore important to consider video

data popularity for designing effective P2P VoD systems.

1.2 Positions of This Dissertation

This dissertation discusses and proposes novel methods for peer search and video data

transmission scheduling in P2P VoD systems. To view videos, peers must follow three

steps and P2P VoD systems have five major functions: network entrance search, peer

search, neighbor selection, neighbor information gathering, and video data transmission

scheduling as shown in Figure 1.1.

The first step is network participation. A newly joined peer finds one or more par-

ticipating peers in the P2P network. This first step requires a network entrance search

function. The second step is neighbor assignment. A participating peer finds other peers

that possess desired video data, and establishes communication connections with them. In

P2P networks, such directly communicating peers are called neighbors. The second step

requires a peer search function and a neighbor selection function. The third step is video

data exchange, in which a peer gathers information about neighbors’ desired video data

3
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Major functions for each step   

Includes HyDiff 

(Chapter 3) 

Peer search Neighbor selection 

Neighbor information 

gathering 

Video data transmission 

scheduling 

Includes Piece Lending 

(Chapter 4) 

Step 1 

Network participation 

Step 2 

Neighbor assignment 

Step 3 

Video data exchange 

 Steps for receiving video data on P2P VoD systems 

Network entrance 

search 

Figure 1.1: Operation flow and major functions on P2P VoD systems

to determine a sequence of video data transmission after the peer assigns its own neigh-

bors. A neighbor information gathering function and video data transmission scheduling

function are required for the third step.

This dissertation proposes novel methods for peer search and video data transmission

scheduling functions, because improvement of these two functions would significantly

impact on the efficiency of P2P VoD systems. Finding distributed objects such as peers

or data in P2P networks is a common issue for any P2P system, and search methods for

P2P networks have been widely explored [26–35]. The performance of existing methods,

however, greatly decreases in some cases. Moreover, scheduling peer transmission of

video data is an essential factor for the utilization of peer capacity. The higher capacity

utilization is, the lower the video provider node’s load is. P2P VoD systems based on poor

video data transmission scheduling cannot provide sufficient performance, even when the

system uses smart methods for neighbor selection and neighbor information gathering.
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Popularity is estimated by local popularity or request rate 

HyDiff (Chapter 3) 

Peer search 

Distributed Centralized 

Structured Unstructured Hybrid  

(Structured and unstructured) 

Use central management peer or not 

Topology and data position are controlled or not 

Local-popularity-based Request rate-based 

Figure 1.2: Peer search methods classification

1.2.1 Network Entrance Search

Methods for the network entrance search provide ways to join in P2P networks. In general,

a newly joined peer is introduced to one or more participating peers by bootstrappers.

Bootstrappers are particular peers provided by P2P system providers or P2P system users.

Users can support this function without a complex procedure because any participating

peer, which knows one or more participating peers generally, can operate as the network

entrance.. In general, when the system scale is large, this function can be maintained in

association with users. Many P2P systems do not pay particular attention to this function

because above simple methods do not have serious problems. This dissertation also does

not discuss particularly the network entrance search.

1.2.2 Peer Search

Methods for the peer search provide ways to find peers that possess particular data,

and they are classified as shown in Figure 1.2. Peer search methods are grouped into

two categories: centralized methods [36, 37] and distributed methods [38–53]. In central-

ized methods, P2P systems have a central management peer. The search efficiency of
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centralized methods is enhanced when performance of the central management peer is

unlimited. Search efficiency is greatly affected by a leaving management peer drops and a

large number of users. Peers can generally leave P2P networks without advance notifica-

tion to the system, so unexpected drops of peers with important roles must be considered.

Peers joining and leaving a P2P network is called churn. In distributed methods, P2P

systems can maintain search functions under churn, but search efficiency tends to de-

crease with the growth of P2P network size. Distributed search methods are classified

into structured [38–42], unstructured [43–51], and hybrid methods [48,52,53]. In structured

methods, efficiency tends to be high because network topology and data storage locations

are strictly controlled, but these methods are sensitive to churn. In unstructured methods

churn is unlikely to decrease search efficiency, but the efficiency of unstructured methods

is lower than that of structured methods under light churn. Hybrid search methods, com-

binations of the structured and unstructured approaches, can achieve high efficiency and

reduce the influence of churn. Hybrid search methods are classified as request rate-based

methods [48, 52, 53] and local-popularity-based methods. Existing hybrid search methods

are generally request rate-based methods, and in some cases it is difficult to retain high

efficiency because there exists a large gap between the measured request rate and popu-

larity.

The method proposed in this dissertation is called HyDiff, Hybrid search based on

Diffusion ratio, and is a local-popularity-based hybrid search method. The challenge of

hybrid search methods is how to select an effective method for each search target under

given network conditions. HyDiff uses local popularity of the search target during search

method selection to maintain efficiency when there exists a large gap between measured

request rate and popularity. Local popularity refers to the popularity of data in a portion

of peers. Conversely, popularity among all peers is called global popularity.

1.2.3 Neighbor Selection

Methods for the neighbor selection provide ways to decide which peers select as neighbors.

Random-based, peer communication capacity-based, geographical-based and contribution-

based selection methods are proposed. Generally, the neighbor selection is discussed with

the video data transmission scheduling. Because the video data transmission scheduling
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function is operated on the network topology constructed by using the neighbor selection

function, moreover, the utilization efficiency of peers’ capacity depends on the video data

transmission scheduling and the utilization efficiency has big impact on the P2P system

performance. This dissertation discusses based on the premise of the simple random-

based neighbor selection method. In the method, neighbors are randomly-selected from

peers which view the desired video. The random-based neighbor selections can keep high

efficiency on average under many kinds of situation, especially, it has high tolerability for

churn because the network topology is not strictly-controlled.

1.2.4 Neighbor Information Gathering

Methods for the neighbor information gathering provide ways to gather information of

which neighbor possesses which data. Many P2P VoD systems use buffermap-based meth-

ods. A buffermap of a peer shows which parts of video data the peer possesses. Strength

of buffermap-based methods is that peers are able to obtain correct information which

neighbor possesses which data. However, the higher the number of each peer’s neighbors

is, the higher a messaging cost of buffermap-based methods. Some researchers propose

low-cost neighbor information gathering methods by a limitation of gathering informa-

tion. The low-cost methods decrease the messaging cost in exchange of the information’s

precision. The discussion of this dissertation is based on the premise of buffermap-based

neighbor information gathering methods. Because the buffermap-based methods can eas-

ily stop the increasing of the messaging cost by a limitation of a maximum number of

neighbors.

1.2.5 Video Data Transmission Scheduling

Methods for the video data transmission scheduling provide ways to decide a sequence

of video data transmission, and they are classified as shown in Figure 1.3. Video data

transmission scheduling methods are classified into non-incentivized [9,11–14] and incen-

tivized methods [10,15–17,54–58]. In non-incentivized methods, systems efficiently utilize

all peer resources, but overall performance decreases in the presence of free-riders, peers

that try to receive video data without contributing resources to the system. In general
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Video data send 

scheduling 

Use out-of-order downloading or not 

Non-incentivized Incentivized 

Provide incentive for send data of peers or not 

With low-popularity-piece push Simple incentivized 

Piece Lending (Chapter 4) 

Peers support low-popularity-piece push or not 

With peer support Without peer support 

Figure 1.3: Video data transmission scheduling methods classification

video data transmission scheduling in P2P networks, the video data is divided into small

pieces, and peers collect all pieces to obtain the whole video data. In incentivized meth-

ods, peers must contribute resources to gain the right to obtain pieces of video data,

decreasing the performance losses due to free-riders since non-contributing users can-

not obtain piece transmission rights. Incentivized methods include simple incentivized

methods [10, 16, 17, 54–57] and incentivized methods with low-popularity piece push meth-

ods [15,58]. Incentivized methods require peers to send pieces before receiving any, which

makes it difficult for newly joined peers to join the piece exchange incentivized methods

because they possess no piece to exchange. This dissertation calls that problem as negoti-

ation power gap problem. Negotiation power means the amount of pieces that can be sent

to other peers. In incentivized methods that implement low-popularity piece push, the

video provider node pushes (transmits regardless of previous contributions) low-popularity

pieces to newly joined peers to increase their negotiation power. Peers can generally send

low-popularity piece to peers because few other peers possess the pieces. Newly joined

peers can therefore join the piece exchange by using the received low-popularity pieces in

incentivized methods implementing low-popularity piece push. Incentivized methods with

low-popularity piece push include methods without peer support [15,58] and those with peer
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support. Existing incentivized methods with low-popularity piece push are without peer

support. Newly joined peers receive low-popularity pieces from only the video provider

node, increasing the load on low-popularity piece push servers. Ideally, this load should

be distributed to peers.

This dissertation proposes Piece Lending, an incentivized method with low-popularity

piece push and peer support. The proposed method implements a lending approach where

the P2P system lends receiving rights of low-popularity pieces to newly joined peers, and

collects contributions from advanced peers in compensation for using the right when newly

joined peers become advanced peers, that are old peers that possess many pieces and thus

sufficient negotiation power. The proposed method distributes the load of low-popularity

piece pushing to peers using this lending approach.

Table 1.1 summarizes the problems with the existing methods and features of the

proposed methods.

1.3 Contributions

This dissertation discusses methods for peer search and video data transmission scheduling

on P2P networks, and proposes novel methods for these two functions with a focus on

video data popularity. Peer search methods are ways to find a peer possessing needed

data, and have widespread applications to key elements of all P2P systems, including VoD

systems. Video data transmission scheduling methods are ways to determine a sequence

of video data transmission. Video data transmission scheduling methods significantly

influence the efficiency of P2P VoD systems, making them a key element in effective P2P

VoD systems.

This dissertation proposes HyDiff, Hybrid search based on Diffusion ratio , which uses

search-target popularity estimated by local popularity. The proposed method is a hy-

brid search method that acts as a structured or unstructured search method, depending

on search-target popularity. In hybrid search methods, the method of estimating search-

target popularity is very important because efficiencies of the structured and unstructured

search methods vary depending on the search-target popularity. Additionally, the pop-

ularity of the search target changes with time and it is difficult to predict the change.
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Table 1.1: Problems of existing methods and achievements of this research

Chapter Term Description
Chapter 3 Objective Effective peer search under churn, large systems, and

large gap between request rate and popularity
Problem Existing hybrid search methods are ineffective when

there exists a large gap between measured request rate
and popularity

Proposal Hybrid search based on Diffusion ratio (HyDiff) which
uses the search-target popularity, estimated from local
popularity

Features Proposal realizes effective search under situations of
churn, large systems, and large gaps between request rate
and popularity

Chapter 4 Objective Effective video data transmission scheduling under situ-
ations of churn, large systems

Problem Existing incentivized methods need the video provider
node’s support for newly joined peers joining in the piece
exchange

Proposal Piece Lending, which lends receiving rights of low-
popularity data pieces to newly joined peers and collects
contributions from advanced peers

Features Proposal improves efficiency by distributing the load of
support for newly joined peers to peers

Therefore, in hybrid search, peers must calculate the popularity periodically. Existing hy-

brid search methods use the request rate to estimate search-target popularity. However,

it is difficult to retain high efficiency because in some cases there exists a large gap be-

tween the measured request rate and popularity. For example, when peers do not request

searching in a period of time, super nodes always select a structured search method in

the period of time even when the actual popularity of the search target is high. There-

fore, the estimated popularity by request rate does not always properly reflect the actual

popularity. The proposed method bases its popularity estimation on local popularity. As

a result, search efficiency is expected to be retained in the proposed method. Efficiency

of the proposed method in terms of the response rate, response time, and maintenance
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cost is shown by simulation.

This dissertation also proposes Piece Lending, which adopts a lending approach in

which the P2P system lends receiving rights for low-popularity pieces to newly joined

peers, and collects contributions of advanced peers in compensation for using rights when

newly joined peers become advanced peers. The proposed method is an incentivized

method with low-popularity piece push. Incentivized methods provide incentives (receipt

rights) for piece sending, preventing free-riders from receiving pieces. In existing methods,

low-popularity piece push from the video provider node is required for newly joined peers

to join in the piece exchange, because newly joined peers do not possess transmittable

piece, making their negotiation power very low. In the proposed method, P2P systems

provide receiving rights for low-popularity pieces to newly joined peers, thus increasing

their negotiation powers. Newly joined peers use these receiving rights to receive low-

popularity pieces, allowing them to take part in piece exchange without support from the

video provider node. Because most peers do not possess low-popularity piece, newly joined

peers can send those pieces to peers that do not possess it. Moreover, advanced peers

with high negotiation power provide their contribution to the P2P system in compensation

for previously borrowing rights; in other words, they send low-popularity pieces to newly

joined peers depending on the amount of pieces that they have received using the borrowed

rights. As a result, the proposed method distributes the load of low-popularity piece

pushing to peers. Efficiency of the proposed method in terms of the utilization ratio of

peer transmission capacity and start-up latency is shown by simulation.

1.4 Organization of This Dissertation

This dissertation consists of five chapters. Figure 1.4 shows the chapter flow. Chapter

1 presented the background of P2P VoD Systems, and explained the contributions and

focus of the proposed research. Chapter 2 describes functions of the P2P VoD systems

and gives brief overviews of several existing methods for peer search and video data

scheduling. Chapter 3 proposes HyDiff that uses data popularity estimated from local

popularity. The efficiency of the proposed method in terms of response ratio, response

time, and maintenance cost is shown by simulation. Chapter 4 proposes Piece Lending.
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Figure 1.4: Organization of dissertation

The efficiency of the proposed method in terms of the utilization ratio of peer capacity and

start-up latency is shown by simulation. Finally, Chapter 5 summarizes the achievements

of this research and concludes this dissertation.
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P2P VoD Systems and Related Work

2.1 P2P VoD Systems

P2P VoD systems consist of a large number of peers that are grouped into two categories:

video provider nodes and viewer nodes. Each video provider node provides one or more

videos to few or many viewer nodes by using video-data delivery method based on P2P

networks. Peers construct P2P networks for video-data delivery to provide videos and to

view videos. Moreover, in P2P VoD systems, peers construct not only P2P networks for

a video-data delivery but also P2P networks for peer search. Peer must search for peers

that possess video data to view videos. Those P2P networks are managed independently

of each other. Figure 2.1 shows an example of P2P VoD systems. Peers P1, P3, and P9

are video provider nodes and they provide different videos to viewer nodes. Generally,

P2P networks for video-data providing are constructed for each video content. Moreover,

peers also construct a P2P network for peer search in the figure. Peers search for peers

that possess the desired video data by using the P2P network. The P2P network for peer

search in the figure is based on Gnutella that is described more fully in Section 2.2.3.

In the Gnutella-based P2P network, peers have two roles, super node and leaf node, to

realize the peer search function.

Viewers take the following steps in the P2P VoD systems. First, viewers search for

videos by using a keyword-based search and wait for the response of the search. Next, they

obtain a list of videos related to the search keyword. Then, they choose one video from
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Figure 2.1: Example of P2P networks for P2P VoD systems

the list, and then wait until the video playback is ready in order to view the desired video.

Finally, they enjoy viewing the desired video. In the system, viewers wait for the response

of the search and wait until the video playback is ready. Therefore, it is important to

reduce the waiting times, and peer search function and video-data transmission scheduling

have been widely explored to do it. The existing methods of these two functions are

described more fully in Sections 2.2 and 2.3.

This dissertation proposes two novel methods: HyDiff and Piece Lending. HyDiff

realizes an effective peer search function on a P2P network for peer search, and Piece

Lending realizes an effective video-data transmission scheduling on a P2P networks for

video-data delivery. P2P VoD systems can adopt only one proposed method because

HyDiff and Piece Lending are independent. Moreover, the proposed methods reduce two

waiting times. HyDiff decreases the waiting time for the response of the search. Piece

Lending decreases the waiting time for the video playback.
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Figure 2.2: Example of centralized method

2.2 Existing Methods for Peer Search

2.2.1 Centralized Search Methods

When a peer tries to receive any kind of services in P2P networks, the peer is required

to find out a provider peer that provides the service. General web services adopt systems

based on the client-server model. In the client-server-based system, a peer asks the server

and the server tell the peer where the provider peer is. P2P networks, however, have

no centralized server that knows necessary information of the entire network unlike the

networks based on the client-server model. The centralized search methods [36,37] are the

one of the solution to fill in the gap. In the centralized search methods, a participating

peer has the role like the server.

In the centralized methods, in general, only one peer possesses Central Global Object

Index (CGO-Index). The peer called an index holdermaintains the search function. CGO-

Index includes the information of each data possessor. Then, peers maintain connections

to the index holder in order to find out any data possessor. Moreover, each peer has to

inform the index peer what data it possesses. However, in most cases, the peers in P2P

network are end-users’ PCs and they are not usually high-performance compared with

the general servers. Therefore, it is difficult to maintain a large number of connections

between peers. In addition, when the index holder is a high-performance peer, the peer

could be a single point of failure. Therefore, the centralized methods would be vulnerable

to Denial of Service attack (DoS attack) [59–61].
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Figure 2.2 shows an example of the peer search in the centralized search methods. In

the figure, circles mean peers in a P2P network and lines among circles mean connections

for peer search. When Peer P1 tries to find out data which Peer P4 possesses, Peer P1

asks Index Holder Pi, at first. Then, Index Holder Pi tells Peer P1 that Peer P4 possesses

the data. After that, Peer P1 requests the service Peer P1 desires to Peer P4. When Index

Holder Pi goes down, no peer is able to search for any peer after that.

2.2.2 Structured Search Methods

A single peer such as the index holder of centralized methods is unable to manage search

function in the very large-scale P2P networks. Therefore, many researchers have been

trying to establish the methods how peers find out the desired peer in the huge P2P

networks [62]. One of the solutions is a structured search method. The methods based on

the Distributed Hash Table (DHT) are commonly used in the P2P networks; Chord [38],

CAN [39], Pastry [40], Tapestry [41], Kademlia [42] and so on. A fundamental strategy of

DHT is following; first, the system calculates a hash value of an object, which is data or

peer, in P2P networks, the system stores connections of the object (or the object itself)

over the P2P network according to the hash value. Peers are able to search for the object

with the hash value [62]. Peers only have to calculate the hash value, they can find the

object when the object exists in P2P networks. Thus, the structured search methods

ensure that peers find existing objects in huge the P2P networks.

In the structured search methods, DHT controls strictly all the positions of the objects

and the entire network topology. Therefore, on one hand, peers are able to search over

the entire P2P network. On the other hand, DHT reconstructs the network topology

every time a peer joins/leaves. Unfortunately, peers usually join/leave in/from the P2P

networks without advance notice. When a large number of peers join/leave at the same

time, a large number of messages is necessary to reconstruct the topology, and peers could

not use the search function.
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Distributed Hash Table (DHT)

In DHT algorithms, no index peer exists in the P2P networks. Thus, the P2P systems

have no special peer that manages the whole hash space. Each peer locally manages a

small part of the hash space and the peers cooperatively behave to achieve the search

function. Performance metrics of DHT algorithm are how efficiently peers cooperate and

how well the system is resistant to churn.

In DHT algorithms, each peer is assigned a hash value according to its own IP address.

Note that, because the system usually calculates the hash value through a 160 bits hash

function such as SHA1, the system gains a large enough hash space. The system can

uniformly distribute hash values over the hash space due to the characteristics of hash

functions. Thus, the hash values in the network are supposed to be uniformly distributed

even though each peer individually calculates the hash value.

Each object is also assigned a hash value. The following description is specific to data

files, for the purposes of illustration. The hash value of the file is calculated with the hash

function that is the same as that used to calculate the peer hash value. Therefore, the

hash value of the file and the hash value of the peer are distributed in the same range.

A distance is defined in the hash space. The definition of the distance depends on DHT

algorithms and they are slightly different, but it means a scalar value of the distance in

the space in common; for example, the distance defined in Chord is the difference between

the two hash values, the distance defined in Pastry and Tapestry is the number of digits

of the common prefix. In those algorithms, each peer manages the files whose hash values

are close to its own hash value. Each file’s position information must be known to one of

the peers in the network. If not, the file is never found out by any peer [63,64].

When a peer searches for a file, the peer calculates the file hash value according to the

file name and uses the search function using the hash value. As peers forward a search

request, the next hop’s hash value is close to the file’s hash value. When the request

reaches the closest peer to the file, it means the request reaches the final destination. In

most algorithms, the systems tend to gain the redundancy and multiple neighboring peers

of a peer possess the information of files managed by the peer.

Each peer has the routing table and forwards the request according to it. The routing

table is the application layer’s one. The routing table in DHT includes the distance from
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Table 2.1: Features of DHT algorithms

Properties Chord [38] CAN [39] Pastry [40] Tapestry [41]
Parameter None Dimen d Base b Base b

Logical Path Length log2N O(d×N1/d) logbN logbN
Neighbor-state log2N O(d) blogbN +O(b) blogbN

Messages to insert O(log22N) O(d×N1/d) O(logbN) O(log2bN)
Mutability App-dep Immut unknown App-dep

Load balancing Good Good Good Good

itself, routes to peers between the peer and itself. Each peer refers to the routing table

when it forwards the request. Note that, each peer knows many routes to near peers

and few routes to far peers. Therefore, this mechanism is effective for topology recon-

struction. The more peers forward the request, the smaller the search space become by

1/n, where n is the number of participating peers. Thus, the retrieval duration converges

logarithmically to n. Table 2.1 shows the features comparison among DHT algorithms．

The file registration is needed before the file search and the registration process is

almost the same as the search process. Briefly, in the registration process, a requesting

peer finds out the peer whose hash value is the closest to that of the file. The requesting

peer registers the file on the closest peer.

2.2.3 Unstructured Search Methods

In unstructured search methods, peers do not have to precisely control the topology and

object location. Thus, the performance of the search function hardly becomes worse under

churn. In general, the unstructured search methods usually adopt the algorithm extended

from a flooding algorithm [43–47].

Flooding-based Method

Flooding is one of the simple routing protocols. Every time a peer receives a search query,

a peer broadcasts it. In other words, a peer forwards the query to all of the adjacent

peers. As a peer forwards the query, the replications of the query are generated in the
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Figure 2.3: Example of flooding-based search

network and they finally spread over the entire network. Those replications, however,

are too many to occupy the network resource. Thus, in general, many practical flooding

protocols usually limit the number of forwarding hops by Time To Live (TTL). In those

manners, each peer decrements the TTL counter and it stops forwarding when the TTL

counter equals zero.

Figure 2.3 shows an example of flooding-based search in the unstructured search

method. In the figure, circles mean peers and lines mean connections. When Peer P1

searches with flooding, Peers P2 and P3 receive a query respectively. Peer P2 forwards the

query to Peers P4 and P5. Peer P3 also forwards the query to Peers P5 and P6. In this case,

if the TTL is set at two, Peers P4, P5, and P6 do not forward the query. Therefore, those

peers do not forward unlimitedly and the system avoids the suppression of the network

bandwidth.

Gnutella

Gnutella is a well-known flooding implementation on P2P networks [48–51]. Gnutella

aimed to get rid of any kind of servers from the network in order to localize network

failure. A search function of the early Gnutella adopted a simple unstructured method in

which every peer searches by flooding.

The followings are five Gnutella messages;
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• Ping

Message sent by a newly joined peer to Gnutella peers when it joins the network

• Pong

Message sent by a Gnutella peer to a newly joined peer

• Push

Message sent by peers that are inside the firewall

• Query

Message sent by a requesting peer when it tries to find out objects

• QueryHit

Message sent by a peer when it replies to a requesting peer to tell the file position

First, when a peer wants to join the Gnutella network, the peer sends a Ping message

to peers that already joined the network. Those peers that receive the Ping message

forward the Ping message to other Gnutella peers and, at the same time, reply with

a Pong message to the Ping message’s original sender. The pong message includes all

network interface information such as IP address, port number and so on. In order to

join the Gnutella network, the Ping message’s original sender collects the Pong messages

and creates connections to other Gnutella peers. When a requesting peer searches for an

object, the requesting peer broadcasts a Query message and other peers forward it in a

flooding manner. When a peer that has the desired object receives the Query message,

it sends a QueryHit message to the requesting peer. Then, the requesting peer creates a

connection to the QueryHit message’s sender and gets the desired object. At that time,

if the peer that has the desired object is inside the firewall, the peer creates a connection

to the requesting peer with a Push message.

As the number of users increases, however, the network resource would be occupied

Ping messages and Query messages. Moreover, the number of users called free riders

would increases. They receive their desired objects but never contribute to other users.

Those problems consequently cause system down. In the Gnutella network, because peers

have various performances, low-performance peers became a bottleneck of the network

and high-performance peers are not able to utilize their performance. In later Gnutella
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network, in order to solve the problem, the system assigns the management node role to

high-performance peers and they are called super nodes. Super nodes search for objects

for the other peers. The other peers are called leaf nodes and every leaf node has only one

connection to one super node. While, a super node is allowed to create connections to

multiple other super nodes and leaf nodes. When a super node receives a Query message

from a leaf node, the super node forwards the message to other super nodes in a flooding

manner.

Figure 2.4 shows the later Gnutella network. In the figure, double circles mean super

nodes. When Leaf Node L1 tries to obtain an object that Leaf node peer L12 possesses,

Leaf Node L1, at first, sends a Query message to Super Node S1. Super Node S1 forwards

the message to Leaf Nodes L2, L3, L4, Super Nodes S2, and S3. Then, Super Nodes S2 and

S3 forward the message to the other super nodes (to each other, in this case) and their

own leaf nodes (from S2 to L5, L6, L7, L8, and L9 and from S3 to L10, L11, and L12 in this

case). Next, Leaf Node L12 sends a QueryHit to Leaf Node L1. After that, Leaf Node

L1 creates a connection to Leaf Node L12 and the desired object is directly transferred to

Leaf Node L1.

One research using the Gnutella network shows that a peer sometimes could not find

out a rare object. If TTL were set at infinity, a peer could search all over the network

and would theoretically find out even a rare object. The network traffic, however, would

exponentially increase and the network performance would consequently become worse.

One of the latest researches of the Gnutella network shows that about 17% of the rare

objects could not be found out in the network.

2.2.4 Hybrid Search Methods

Hybrid search methods combine strengths of the structured search methods and the un-

structured search methods. Futures of the two types of search methods are shown as

follows.

• Structured Search Method

– Peers are able to find all object on P2P networks.

– Response times of all search is constant.
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– Low efficiency under churn.

• Unstructured Search Method

– Peers are not able to search entire networks. A response ratio is low.

– Response time is short when search-target object is popular.

– Response time is long slow or the search fails when search-target object is

unpopular.

– Search efficiency is not influenced in churn.

A fundamental strategy is that the structured search method is used for unpopular

objects and the unstructured search method is used for popular objects. Moreover, the

system keeps the minimum search functions using the unstructured search methods when

many peers leave networks or the structured search methods search goes down.

Simple Hybrid Search

Simple Hybrid Search [48, 52] is the first hybrid search method. Simple Hybrid Search

uses two search methods, Gnutella and PIER. In Simple Hybrid Search, super nodes on

the Gnutella network construct a DHT network based on PIER. The search-target is not

the object itself but a connection to the object. Therefore, super nodes collects object

information of their own leaf nodes, and store the information based on a DHT algorithm.

When a peer searches for an object, the peer finds a connection of the object.

Figure 2.5 shows a flow of selecting search methods in Simple Hybrid Search. At first,

super nodes use a flooding search method for object searching. Next, super nodes use

23



Chapter 2 ： P2P VoD Systems and Related Work

a DHT search method when they do not receive responses of the searching for a fixed

period. Simple Hybrid Search is able to discover an unpopular object using DHT. A

response ratio of Simple Hybrid Search is 99.9%. However, a response time of unpopular

object searching is very long because DHT search is used only after failure of flooding

search.

Gossip Adaptive HyBrid

Gossip Adaptive HyBrid (GAB) [53] is a hybrid search method based on the Gossip

algorithm. GAB estimates object popularity on networks by using the Gossip algo-

rithm [65, 66], and takes on two search methods depending on the estimated popularity

of the search target. The method reduces probability of selecting the unstructured search

method for unpopular objects, and decreases messaging cost and response time. Gener-

ally, the popularity of the search target changes with time and it is difficult to predict

the time change of the search-target popularity [67]. Therefore, GAB tries to calculate

the popularity of the objects periodically. In large-scale P2P systems, the systems must

need very long calculation time to calculate the precise popularity. Thus, GAB calcu-

lates approximate values of objects’ popularity by using request rate for decreasing the

calculation time.

The Gossip algorithm is an effective distributed algorithm for calculating an average

value of local values possessed by each peer [65, 66]. In the Gossip algorithm, a peer

repeats exchanging local values with a neighbor peer selected at random, and calculating

an average value of these. The average value is closer to a precise average value of

overall networks with increasing the number of repeating time. A termination condition

of that repeating is that a difference between the current average value and the previous

average value is smaller than a gossip threshold. Finally, the Gossip algorithm finds an

approximate value of an average value of all local values of networks. The average number

of exchanges is around 22 when the number of peers is 1, 000 and the Gossip threshold is

0.01.

Each peer must find a search-target popularity by using the Gossip algorithm. In GAB,

a popularity of an object is defined as the number of requests in a fixed period. Each

super node counts a single word used for searching for keywords every time when the super
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node searches for objects instead of leaf nodes. Each super node normalizes the results of

the counts, and the normalized value is the local popularity in GAB. When searching for

keywords includes multiple words, the total of words’ popularity is the popularity of the

keywords.

Figure 2.6 shows an example of calculation of local popularity. Each super node counts

searching keywords used by their own leaf nodes. In the figure, Super Node S1 counts

the number of each single word included in the searching keywords of Leaf Nodes L1, L2,

L3, and L4. Super Node S1 makes a local popularity list as shown in Table 2.2. In the

table, each value is normalized of the numerical sum of values. Super nodes estimate the

popularity of each single word on overall networks by using the local popularity lists and

the Gossip algorithm.

Table 2.2: Local popularity list of Super Node S1

Word Local popularity
Poem 0.33
of 0.33
Bob 0.25
Alice 0.08

GAB selects the structured search method or the unstructured search method based on

the search-target popularity estimated by the Gossip algorithm. A fundamental strategy

is that the structured search method is used for unpopular objects and the unstructured

search method is used for popular objects. GAB should decide a search threshold for the

search method selection. GAB defines a utility function as shown by Equation 2.1 for

deciding the search threshold.

u = min(R, 1)× ω1 +min(R,Rmax)× ω2 − T × ω3 −B × ω4, (2.1)

where u is a utility of a one search, R is the number of responses of the search, Rmax

is the maximum number of responses of the search, T is a shortest response time of the

search, and B is the number of messages of the search overall networks. The first term

means that the presence of a response has large impact on the utility. The second term
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Figure 2.6: Calculation of local popularity
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Figure 2.7: Utility versus search-target popularity

Table 2.3: Simulation parameters

Parameter Value
Number of peers 10, 000 peers
Number of objects 20, 000 objects
Object distribution Zipf distribution

Rmax 25

means that too many responses do not contribute to the utility. The third term means

that the shorter the shortest response time is, the better the utility is. The fourth term

means that the lower the number of messages is, the better the utility is.

Figure 2.7 shows a utility with changing a search-target popularity. The vertical axis

shows a search utility calculated by Equation 2.1. Simulation parameters are shown in

Table 2.3. In the simulation, the object popularity does not changes by time. In the figure,

a utility of the structured search method is constant, and a utility of the unstructured

method increases with increasing the object popularity. Optimal search threshold of this

case is about 0.16, but the optimal value depends on network statement and the system
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does not calculate the optimal value before searching. In GAB, a super node selects two

objects that have different popularities at random, and runs two search methods for the

objects. As a result, the super node finds four sets of a search-target popularity and a

utility; A(P1, us1), B(P2, us2), C(P1, uu1), and D(P2, uu2) in the figure. GAB calculates

a intersection point of line A-B and line C-D as an approximate value of the optimal

threshold.

2.3 Existing Methods for Video Data Transmission

Scheduling

2.3.1 Non-incentivized Methods

In P2P VoD services, the video provider can deliver videos at low cost, because the video

provider load is distributed to peers. Content-unit-based methods are simple methods for

video data transmission [68, 69]. A peer receives video data from only one other peer in

the methods. Peers in a video data stream are able to enjoy high quality video stably

when peers on upstream of the video data stream have high performance. When peers

on upstream are low-performance peers, however, video quality of peers on downstream

is low. Moreover, peers are not able to view high quality video continuously under churn

because a peer does not receive the video data when peers on upstream leave networks.

In piece-unit-based methods, video content data is divided into small pieces and P2P

systems deliver the video data in unit of a piece. The piece-unit-based methods are used

in P2P VoD services such as [9–14,54,55]. Each peer requests the pieces in order to view

the video, and caches the viewed pieces. Peers store the pieces using the first-in, first-out

(FIFO) method. Then, peers exchange pieces each other in order to collect all pieces and

view the video. [54] and [55] applied the BitTorrent file-sharing scheme to VoD streaming

and proposed this scheme. Efficiency of the methods for P2P networks has been shown

in most of researches [12–14,67,70].

In the methods, however, an overall system performance decreases when free riders

join in P2P networks because the systems do not provide an incentive for sending pieces

to peers. Free riders receive pieces from the video provider or other peers but they send
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no or few pieces to other peers. Therefore, the video quality of peers contributing to

the systems decreases with increasing the number of free riders. Free riders are classified

into malicious free riders and unmalicious free riders. Malicious free riders use falsified

program and they receive pieces without any piece transmission. Unmalicious free riders

are motivated to contribute the P2P system but they cannot send many pieces because

their transmission capacity is low. To solve the free rider problem, incentivized methods

are proposed [10,15–17,56–58].

2.3.2 Simple Incentivized Methods

In P2P file sharing systems, peers are motivated to send contents to other peers in order to

achieve high receiving rate from the P2P system. By employing the tit-for-tat policy [19],

BitTorrent punishes free riders who do not contribute to the system. In P2P VoD systems,

peers are motivated to contribute more in order to get higher video quality. Simple

incentivized methods, which use scalable video coding, have been proposed [16,17,56,57].

In the methods, the more video data peers send, the higher quality video they can view.

The incentivized algorithms like tit-for-tat are not applicable to P2P VoD systems because

P2P VoD systems have the asynchronous peers’ playback progress and the data flow

directionality. iPass [10] is proposed to conform peers to the data flow directionality. In

iPass, each peer sends more pieces to less advanced neighbors that sent a larger number

of pieces.

The incentivized methods, however, suffer from slow downloading of unpopular pieces.

In general, all peers receive pieces in the consecutive order in P2P VoD systems in order

to decrease the start-up latency. Therefore, pieces of the last part of the video tend to

become unpopular pieces in P2P networks. Moreover, it is hard for newly joined peers

to join peers in the piece exchange because newly joined peers do not possess any pieces

right after they join. Newly joined peers suffer from long start-up latency.

2.3.3 Incentivized Methods with Low-Popularity Piece Push

To solve the problem, an incentivized method with low-popularity piece push is proposed

[15, 58]. In the incentivized methods with low-popularity piece push, the video provider
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Figure 2.8: Directionality of P2P file sharing and P2P VoD

pushes low-popularity pieces to a newly joined peer. The methods, however, do not utilize

the sending capacity of peers because peers receive some pieces without sending pieces

from the video provider. In addition, newly joined peers have to wait a long time for the

piece pushed by the video provider due to the load concentration problem when the video

provider is low-performance server.

Overview of Incentivized P2P VoD with Low-Popularity Piece Push

Tit-for-tat is an incentivized algorithm that is typically used in P2P applications. How-

ever, because of the data flow directionality due to the asynchronous peer playback

progress, P2P VoD systems to which tit-for-tat is applied simply applied tit-for-tat [16,17]

are not efficient for using overall peers’ transmission capacity. Figure 2.8 shows direction-

ality of P2P file sharing, which uses tit-for-tat generally, and P2P VoD. Although the

data flow is unidirectional in the P2P file sharing, the data flow is directional because

newly joining peers have no pieces and collect pieces in order generally in P2P VoD.

To solve this problem, a low-popularity piece pushing approach in tit-for-tat based

video data transmission scheduling method is proposed in [15, 58] and improves utility

of peers’ transmission capacity and receiving quality of video streaming. Additionally,

this approach can design the decentralized scalable system by using low-popularity piece

push. Ordering peers according to their playback position and, connecting them that

way, achieves an optimal throughput as all peers contribute to piece dissemination. This

ensures a constant good put over time and a useful piece being disseminated at each
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Figure 2.9: Example of piece exchanging among peers

exchange. The intuition is that the most advanced clusters, in terms of playback position,

feed the less advanced ones, while the less advanced clusters push useful pieces to the most

advanced ones. Those useful pieces, from the standpoint of the most advanced clusters,

are provided by the video provider to the less advanced clusters, in-order to provide them

with some negotiation power.

Figure 2.9 shows example of piece exchanging among peers. The video provider for-

wards the most advanced piece to the least advanced peer. This piece is eventually sent

to the most advanced peer on a forward path. In return, in order pieces are downloaded

on a reverse path.

Algorithm Details of Existing Methods

An important component required for the construction of a connected list at the cluster

level is to identify the pieces required by the most advanced cluster. Since the pieces

required by the most advanced cluster are not available in the swarm, the video provider

provides those pieces. However, instead of directly sending to the most advanced cluster,

the video provider provides those pieces to the least advanced cluster. This allows the

least advanced cluster to have a good bargaining power in the system. The exchange

policy has to be designed accordingly so that these pieces are further fed on the forward

path such that every intermediate cluster downloads it and forwards it to the next cluster.

Eventually, these pieces reach the most advanced cluster. Note that the video provider

can easily obtain a list of peers in the least advanced piece from the tracker. The most
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advanced piece can be obtained by the video provider in a distributed fashion by polling

peers through the connected list.

Neighbor Selection

The peers in each cluster can exchange pieces among themselves and they can participate

in a connected list style feeding process. Therefore, we ensure that the peer set of every

peer is limited to the peers either from the same cluster or from the neighboring clusters.

When a newly joined peer joins the swarm, it is connected to some peers within the

first group. The remainder of the peer set is constructed by connecting to neighbors of

neighbors. The structure is maintained during the download through Gossip: peer set is

updated periodically by exchanging the set of neighbors with current neighbors similarly

to [17]. If the peer remains within the same cluster, it asks its neighbors to return a subset

of the peers from their respective clusters. When a peer moves out of a cluster, it should

update its neighborhood such that it is now connected to the peers within its new cluster

and also to some peers in the clusters neighboring to this new cluster. This can again be

done by polling through a neighbor of neighbors using gossip. In this way, we can easily

maintain the structure in a decentralized way.

Video Data Exchange Policy

The exchange policy determines whether two peers n1 and n2 should exchange pieces

upon an encounter and which specific pieces p1 and p2 should be exchanged if any. If the

peers are in the same group (i.e., their positions in the file lie in the same piece S1 = S2)

then traditional swarming should be performed. Both peers look in a random order for

a piece in their common current piece S = S1 = S2 that they could send to each other.

More specifically, they look for a piece in their piece sets that does not belong to the other

peer’s piece set. To ensure piece diversity inside each piece, and thus efficient intra-group

swarming, such pieces are looked for by exploring the piece in a random order. Due to the

peer set structure described in the previous paragraph, advanced pieces can be pushed

only from a cluster to the immediate next one when a peer connects to a member of the

next cluster. In that situation, the less advanced peer, denoted n1, downloads a randomly

chosen useful piece for its current piece in exchange for a piece in the future. Priority
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Table 2.4: Problems of existing methods

Function Method Problem
Peer search Centralized The index holder is a single point of failure

and cannot handle a large number of queries
at same time

Structured The efficiency decreases under churn
Unstructured The efficiency decreases when the search-

target popularity is low
Hybrid The efficiency decreases when there exists a

large gap between measured request rate and
popularity

Video data Non-incentivized The video quality decreases when free riders
transmission join in P2P networks
scheduling Simple incentivized It is hard for a newly joined peer to join in

the piece exchange
Incentivized with A newly joined peer needs the support from
low-popularity
piece push

video provider to join in the piece exchange
and peers transmission capacity is not utilized

is given to the most advanced pieces in pieces after n2’s piece (denoted p2 > S2). If no

such piece can be exchanged, then n1 tries to send a random piece in S2. As explained in

the previous sections, the motivation for sending the most advanced pieces with highest

priority is two-fold: (i) ensure fast feeding of the most advanced piece and (ii) build an

as long as possible forward path and in turn a long reverse path establishing intercluster

feeding. If no mutual interesting pieces can be found using this exchange policy, the

contract between the two peers is simply broken.

Note that using the transfer strategy presented in the previous paragraph, pieces before

a peer’s playback position are used only to feed peers in the previous group. Therefore,

a peer can drop pieces before the playback position of the peers in the previous group

without reducing its feeding ability.
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2.4 Problem Statements

The problems in the existing methods are stated. Table 2.4 shows the problems for each

type of the existing methods. In terms of the peer search function, the existing hybrid

search methods achieve high performance under churn and large-scale systems. In terms

of the video data transmission scheduling, the existing incentivized methods also achieve

high performance under churn, free rider joining, and large-scale systems. The efficiency

of the methods, however, decreases by an influence of video data popularity. Therefore,

this dissertation focuses on the video data popularity and proposes novel methods for the

peer search function and the video data transmission scheduling function.

2.4.1 Problems of Existing Peer Search

Centralized search methods adopt the CGO-index for the search function. P2P systems

select one peer from participating peers in P2P networks and the selected peer is named

the index holder that keeps CGO-index. Briefly, only one peer maintains the search

function of the method. Therefore, when any failures occur in the index holder, the

search function goes down. Moreover, the index holder cannot handle a large number of

search queries at the same time because peers are end-user PCs and their performance is

not high generally. Thus, the centralized search method is not suitable for the large-scale

P2P networks.

Structured search methods and unstructured search methods are superior search meth-

ods to centralized methods because the distributed methods have tolerability for the load

concentration and do not have a single point of failure. The search efficiency of the

two search methods, however, decreases in particular cases. The efficiency of structured

search methods decreases under churn. The efficiency of unstructured search methods

also decreases when the search-target popularity is low.

Hybrid search methods combine strengths of the structured search method and the

unstructured search method. In the hybrid search methods, the P2P systems maintain

a structured search method and an unstructured search method. Then, the structured

search method is used for unpopular objects and the unstructured search method is used

for popular objects. Thus, hybrid search methods achieve high response ratio, short
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response time, and high tolerability for churn. Efficiency of the existing hybrid search

methods, however, decreases in some cases. The existing hybrid search methods use the

request rate of objects in order to estimate the search-target popularity. However, it is

difficult to decide how to calculate the request rate because peers’ requests are randomly-

generated. In the existing hybrid search methods, the request rate is defined as the

number of requests in a fixed term. For example, when peers do not request searching

in a period of time, super nodes always select a structured search method in the period

of time even when the actual popularity of the search target is high. Therefore, the

popularity estimated by request rate do not always properly-reflect the actual popularity.

Then, an important point is that the efficiency of the structured search methods and

the unstructured search methods do not depend on the request rate but depend on the

popularity. Therefore, super nodes may select an unreasonable search method when there

exists a large gap between the request rate and the popularity.

In Chapter 3, this dissertation proposes HyDiff, Hybrid search based on Diffusion ratio,

which uses the search target popularity estimated by local popularities. The proposed

method employs not the request rate but a local popularity for the popularity estimation.

As a result, the proposed method unlikely decreases the search efficiency when there exists

a large gap between the request rate and the popularity.

2.4.2 Problems of Existing Video Data Transmission Scheduling

On one hand, in non-incentivized methods, the overall system performance decreases when

free riders join in P2P networks. Free riders receive pieces from a video provider or other

peers but they do not send any piece to other peers. Therefore, the video quality of peers

contributing the systems decreases with increasing the number of free riders. On the

other hand, in incentivized methods, P2P systems provide the receiving right of pieces

to a peer depending on the amount of pieces that the peer have sent. Therefore, free

riders do not receive pieces because they do not send pieces to other peers and do not

obtain the receiving right. As a result, the incentivized method can keep video quality of

contributing peers even when many free riders join the P2P networks.

Simple incentivized methods belonging to the incentivized methods adopt the tit-for-

tat approach, which is generally used in P2P file sharing systems, to P2P VoD systems.
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Efficiency of the simple incentivized methods, however, decreases by a negotiation power

gap. Negotiation power means the amount of pieces that can be sent to other peers.

In general, all peers receive pieces in consecutive order in P2P VoD systems in order to

decrease the start-up latency. Thus, pieces of the early part of video are very popular in

P2P networks, and it is difficult for peers to send popular pieces to other peers because the

most part of peers have already obtained the pieces. Newly joined peers, however, possess

no pieces or possess only pieces of the early part of video right after joining. Therefore,

in simple incentivizded methods, it is hard for newly joined peers to join in the piece

exchange because the negotiation powers of newly joined peers are low.

An incentivized method with low-popularity piece push is proposed to solve the prob-

lem mentioned above. In the incentivized method with low-popularity piece push, the

video provider pushes the low-popularity pieces to newly joined peers in order to increase

their negotiation powers. The method, however, does not utilize the sending capacity of

peers because peers receive some pieces without sending pieces from the video provider. In

addition, newly joined peers have to wait long for the piece pushing by the video provider

when a video provider is a low-performance peer.

In Chapter 4, this dissertation proposes Piece Lending which lends a receiving right

of low-popularity data-pieces to each newly joined peer. In the proposed method, newly

joined peers use the receiving right in order to receive low-priority pieces and join the

piece exchange. The proposed method distributes the load of low-popularity piece push

to peers, and it achieves high utilization ratio of peers’ capacity and low start-up latency.
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Hybrid Search Based on Diffusion

Ratio for Peer Search

3.1 Overview

This chapter proposes HyDiff, Hybrid search based on Diffusion ratio, which uses search-

target popularity estimated by local popularity. The proposed method is a hybrid search

method that acts as a structured or unstructured search method, depending on search-

target popularity. In hybrid search methods, the method of estimating search-target

popularity is very important because efficiencies of the structured and unstructured search

methods vary depending on the search-target popularity. Additionally, the popularity of

the search target changes with time and it is difficult to predict the time change of the

search-target popularity. Therefore, in hybrid search methods, peers must calculate the

popularity periodically. Existing hybrid search methods use the request rate to estimate

search-target popularity. However, it is difficult to retain high efficiency because in some

cases there exists a large gap between the measured request rate and popularity. For

example, when peers do not request searching in a period of time, super nodes always

select a structured search method in the period of time even when the actual popularity

of the search target is high. Therefore, the estimated popularity by request rate does not

always properly reflect the actual popularity. The proposed method bases its popularity

estimation on local popularity. As a result, search efficiency is expected to be retained in
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HyDiff. Efficiency of HyDiff in terms of the response rate, response time, and maintenance

cost is shown by simulation.

3.2 Constructing Network Topology

The basic topology of the proposal is based on the Gnutella [71] network. Some super

nodes, which are representative nodes, maintain the search function. The super nodes

monitor the object information possessed by their own neighbors and keep information of

objects’ local popularities. Here, popularity means how many peers possess a particular

search-target object, and an object means a peer or data. Then, super nodes estimate

global popularity of the search-target object from the object’s local popularities for the

search method selection.

Figure 3.1 shows the topology of HyDiff. In HyDiff, there exist three types of peers:

a super node, a leaf node, a DHT node.

• Leaf nodes are normal nodes that only have a connection to one super node. The

most part of peers in the network is leaf nodes. When leaf nodes search for any

object, they send a search query to their known super nodes.

• Super nodes are representative nodes that have connections to leaf nodes, other

super nodes, and DHT nodes. Super node has three tasks: global popularity esti-

mation, search method selection, and unstructured search processing. First, in the

global popularity estimation, super nodes calculate the object local popularities in

their neighbors and estimate the global popularities by using the Gossip algorithm

and the local popularities. Second, in the search method selection, when the su-

per nodes receive search query from leaf nodes, the super nodes select an effective

method from a structured search method or an unstructured search method based on

the estimated global popularity. Finally, in the unstructured search running, when

the unstructured search is necessary, it conducts the unstructured search between

super nodes.

• DHT nodes are randomly selected nodes that have connections to other DHT nodes

and one super node. When DHT nodes search for any object, they send a search
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Figure 3.1: Topology of proposed method
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query to their known super nodes as well as leaf nodes. DHT nodes have two

tasks: structured search maintenance and structured search running. First, in the

structured search maintenance, DHT nodes generate a DHT topology and keep

object possessor information between DHT nodes. Second, in the structured search

running, when DHT search is necessary, it conducts DHT search between DHT

nodes.

In addition, each node establishes and maintains connections as following.

• A Search link is a connection between a leaf node and a super node or a connection

between a DHT node and a super node. It is used when a search is requested to a

super node.

• A super link is a connection between a set of super nodes and used when an un-

structured search and the Gossip algorithm are applied.

• A DHT link is a connection between a super node and a DHT node, and used

when the super node stores data to DHT and send search queries to DHT nodes for

structured search.

• A structured link is a connection between structured nodes, and used for structured

search.

This processing uses two messages: Incomig Request and Incomig Reply. At first, a

peer sends the Incomig Request to a bootstrapper. Then, the bootstrapper that received

the Incomig Request sends the Incomig Reply holding at least one super node’s IP address.

Here, any nodes can become the bootstrapper because all nodes know one super node at

least. The newly joined peer adds the super nodes’ IP address within the Incoming Reply

to super node list and stores the IP address to its own local storage space. Next, the

newly joined peer has to decide which it becomes a super node, a leaf node, or a DHT

node. If the system has very strict policy, the role decision process must be followed by the

bootstrapper arranged by the system administrator. Otherwise, the newly joined node

decides its role based on the probability set by the system administrator. From a research

of Gnutella, using past log data when the node joined the network enables selecting a
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faster peer for a super node, and structuring an efficient topology. Next behavior of peers

depends on the selected role. The initial processing of leaf nodes is shown in Section 3.2.1,

that of super nodes is shown in Section 3.2.2, and that of DHT nodes is shown in Section

3.2.3.

3.2.1 Initial Processing of Leaf Node

This section explains the initial processing of a leaf node. At the end, the leaf node has

a single search link. When a peer joins the network as a leaf node, the system uses three

messages: Search Link Request, Search Link Reply, and Search Link Reject. A message

sender of the Search Link Request is a newly joined leaf node. A message sender of the

Search Link Reply is a super node and it includes information of the number of established

search links of the super node. A message sender of the Search Link Reject is a super

node and it includes information of one or more other super node’s IP addresses and port

numbers.

First, newly joined leaf node sends the Search Link Request to all super nodes known to

bootstrappers. Super nodes that received the Search Link Request reply with the Search

Link Reply when the number of their established search links is under the limitation.

Otherwise, the super nodes reply with the Search Link Reject when the number of their

established search links is over the limitation. When a newly joined leaf node receives the

Search Link Reply, it adds the message sender’s IP address, port number, and the number

of established search links to its own a super node list, and establishes a search link with

the message sender. When the leaf node receives multiple Search Link Replies, it adds

the all messages sender’s IP addresses, port numbers, and the numbers of established

search links to its own super node list, and it selects the super node whose number of

established search links is the lowest. The leaf node establishes a search link with the

selected one super node. When the selected super node of the leaf node has any trouble,

the leaf node tries to contact other super nodes by using its own super node list. When

the leaf node does not receive any Search Link Reply, it sends the Search Link Request

to another super node. Each super node must send the Search Link Reply or the Search

Link Reject. The Search Link Reject including one or more super node’s IP addresses and

port numbers, therefore, the leaf node that does not received the Search Link Reply can
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Figure 3.2: Search link establishment by newly joined leaf node

obtain information of other super nodes. To send as many Search Link Requests as retry

limitation, it establishes a search link with a super node whose number of established

search links is the lowest.

Figure 3.2 shows an example of search link establishment. There exist one bootstrap-

per, one newly joined leaf node, and three super nodes. At first, Newly Joined Peer N

sends the Incoming Request to the bootstrapper in order to join the P2P network. The

bootstrapper B replies with the Incoming Reply to Peer N, and the message includes the

IP addresses and port numbers of three super nodes. In this case, the newly joined peer

selects leaf node as its own role. Referring to the Incoming Reply, Leaf Node N sends the

Search Link Request to three super nodes. In the figure, Super Node S1 replies with the

Search Link Reply and Super Nodes S2 and S3 reply with the Search Link Reject. Finally,

Leaf Node N establishes a search link with Super Node S1 because only Super Node S1

sends the Search Link Reply.
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3.2.2 Initial Processing of Super Node

This section explains the initial processing of a super node. At the end, the super node

has one or more super links and DHT links. When a peer joins the network as a super

node, the system uses six messages: Super Link Request, Super Link Reply, Super Link

Reject, DHT Link Request, DHT Link Reply, and DHT Link Reject. A message sender of

the Super Link Request is a newly joined super node and it includes information of Time

to Live (TTL). Message senders of the Super Link Reply and the Super Link Reject are

super nodes. A message sender of the DHT Link Request is a newly joined super node

and it includes information of a value selected at random. Message sender of the DHT

Link Reply and the DHT Link Reply is a DHT node.

Super Link Establishment

First, a newly joined super node sends the Super Link Request to all super nodes based

on information from the bootstrapper. The super node that received the Super Link

Request sends the Super Link Reply to the newly joined super node and broadcasts the

Super Link Request to other super nodes when the number of their established super links

is under the limitation. The super node that received the Super Link Request sends the

Super Link Reject to the newly joined super node when the number of their established

super links is over the limitation. The newly joined super node that received the Super

Link Reply adds the message sender’s IP address and port number to its super node list

and establishes a super link with the message sender. Super nodes can establish multiple

super links under the limitation of the number of super node neighbors. When the newly

joined super node does not receive any Super Link Reply, the newly joined super node

increments TTL of the Super Link Request and sends the message again.

Figure 3.3 shows an example of super link establishment. There exist one bootstrapper,

one newly joined super node, and six super nodes. First, Newly Joined Peer N sends the

Incoming Request to the bootstrapper in order to join the P2P network. The Bootstrapper

B replies with the Incoming Reply to Peer N, and the message includes IP addresses and

port numbers of Super Nodes S2 and S5. In this case, the newly joined peer selects super

node as its own role. Referring to the Incoming Reply, Super Node N sends the Super

Link Request to three super nodes. Super Nodes S2 and S5 receives the messages and
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Figure 3.3: Super link establishment by a newly joined super node

broadcast to their neighbors. Next, Super Nodes S2, S4, and S5 reply with Super Link

Replies because numbers of their established super links is under the limitation. Finally,

Super Node N establishes super links with Super Nodes S2, S4, and S5.

DHT Link Establishment

After super links are established, the newly joined super node selects one super node

from its own neighbor super nodes and sends the DHT Link Request with a random

value to the selected neighbor super node. The super node that received the DHT Link

Request forwards the message to a DHT node through its own DHT link. The DHT node

that received the DHT Link Request runs the structured search using the random value

included in the message as search-target ID. Next, the DHT Link Reply is sent from the

DHT node whose ID is the nearest to the random value of the newly joined super node.

The detail of the structured search is the same as Chord [38]. The newly joined super

node that received the DHT Link Reply establishes a DHT link with the DHT node in

the message.

Figure 3.4 shows an example of DHT link establishment. There exist one newly joined
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Figure 3.4: DHT link establishment by newly joined super node

super node, three super nodes, and four DHT nodes. First, Newly Joined Peer N sends

the Incoming Request to the bootstrapper in order to join the P2P network. Super Node

N, which is newly joined peer, selects Super Node S1 and sends the DHT Link Request to

Super Node S1. Super Node S1 forwards the message to DHT Node D1, which is a neighbor

of Super Node D1. DHT Node D1 runs the structured search by using a random value

of the received message. In this case, DHT Node D4’ s ID is the nearest to the random

value, and DHT Node D4 sends DHT Link Reply to Super Node N. Finally, Super Node

N establishes a DHT link with DHT Node D4.

3.2.3 Initial Processing of DHT Node

This section explains the initial processing of a DHT node. At the end, the DHT node has

two or more structured links and one or more DHT links. When a peer joins the network

as a DHT node, the system uses five messages: Search Link Request, Search Link Reply,

Search Link Reject, Structured Link Request, and Structured Link Reply. A message

sender of the Search Link Request is a newly joined DHT node. Search Link Reply and

Search Link Reject are the same as the initial processing of leaf node. A message sender
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of the Structured Link Request is a newly joined DHT node and it includes the DHT

node ID of the message sender. A message sender of the Structured Link Reject is a DHT

node.

DHT Link Establishment

Similar to a leaf node, the Search Link Request is sent to the super node, and the Search

Link Reply or the Search Link Reject will be received. However, different from the leaf

node, newly joined DHT node establishes s DHT link not s search link.

Structured Link Establishment

The proposed method uses Chord as the structured search method. When a newly joined

peer becomes a DHT node, the node establishes links as well as Chord. In HyDiff, the links

based on Chord are called structured links. At first, the peer calculates hash value using

its IP address and sets it as its own DHT node ID. Next, the Structured Link Request

with the DHT node ID is sent to its known super nodes. The super node that received

the Structured Link Request selects one of its DHT links and forwards the message.

The DHT node that received the Structured Link Request forwards the message using

the joining algorithm of Chord. DHT nodes selected by the Chord algorithm send the

Structured Link Reply to the newly joined DHT node. The DHT node that received the

Structured Link Reply establishes structured links to two or more DHT nodes contained

in the message.

3.3 Search with Estimated Search-Target Popularity

3.3.1 Local Popularity Calculation

This section explains the local popularity calculation procedure. A super node collects

the information of objects possessed by child nodes in order to makes a local object list

and a popularity list. Here, child nodes mean leaf nodes and DHT nodes in neighbors

of the super node. The local object list consists of sets of an object name and an object

possessor. A super node uses the local object when the super node receives search queries,
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Figure 3.5: Making local popularity list

and the super node replies with requesters of the search queries when its own neighbors

possess required objects. The popularity list consists of sets of a word and a popularity of

the word, and the list shows how many peers possess objects whose names are included in

each word. A starting value of popularity in the list is a local popularity in child nodes of

one super node. Repeating update based on the Gossip algorithm, the popularity value

moves in closer to a precise popularity entire network. This local popularity calculation

process is executed periodically, a cycle of the local popularity calculation is called the

popularity estimation interval. In the local popularity calculation, the system uses two

messages: Object Info Request and Object Info Reply. Message sender of the Object Info

Request is a super node. Message sender of the Object Info Reply is a leaf node or a DHT

node and the message includes the information of object names possessed by the message

sender.

First, a super node sends the Object Info Request to its own child nodes. The peers

that received the Object Info Requests reply with the Object Info Replies including their

possessing object names. The super node that received the Object Info Reply adds the

object names and the object possessor to its own local object list. Moreover, the super

node adds the words included in the object names and duplication numbers of the words

to its own popularity list. The duplication number means how many peers possess the
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objects whose names include the word.

Note that which peer is a search target of a search query is decided by only whether

the peer possesses one or more search-target objects. The number of objects whose names

include a word in a single peer has no effect on the popularity of the word. When many

objects whose names including a word are possessed by only one peer, the probability

of discovery of the objects is equal to the probability of discovery of one peer and the

system cannot find such objects by using the unstructured search. Therefore, in HyDiff,

the number of objects whose names include a word possessed by a single peer is ignored

for popularity calculation.

Figure 3.5 shows an example of local popularity estimation. In the figure, Node S is

a super node and Nodes L1, L2, and L3 are child nodes of Node S. First, Super Node S

sends the Object Info Requests to three child nodes, and the child nodes reply with the

Object Info Replies. The Object Info Reply of Child Node L1 includes “Picture of Alice”

and “Music of Alice,” and that of Child Node L2 includes “Music of Alice,” and that of

Child Node L3 includes “Poem of Carol,” “Poem of Bob,” and “Poem of Alice.” Next,

Super Node S makes its own local object list and popularity list. Note that Object Info

Reply of Child Node L3 includes three “Poem” and that of Child Node L1 includes one

“Picture,” but the popularity of “Poem” and the popularity of “Picture” are the same

value in the popularity list of Super Node S.

3.3.2 Popularity Estimation

This section describes how global popularity is estimated by local popularity. To estimate

global popularity, the popularity of the whole network, the Gossip algorithm as a tradi-

tional method is applied. The Gossip algorithm is an effective distributed algorithm for

calculating an average value of local values possessed by each peer [65, 66]. HyDiff sup-

poses that a distribution of object positions is uniformly and adopts the Gossip algorithm

to estimate popularity. An error of calculated average value in the Gossip algorithm is

expected to be few when a variance of local values is small. This Gossip algorithm is

applied based on schedule and to avoid the confusion with previous Gossip exchange, the

exchanging values are decided by the Gossip sequence number. Therefore, the local pop-

ularity list used to exchange must have enough number of past lists. Moreover, a newly
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joined peer does not know the Gossip sequence number. In that case, Gossip Exchange

Request received from other super node must be set as initial value to participate in the

Gossip algorithm.

First, a super node sends its local popularity list and the Gossip Exchange Request

with the Gossip sequence number to randomly chosen super node from its super node list.

The super node that received Gossip Exchange Request replies with its local popularity

list corresponds to the Gossip sequence number and Gossip Exchange Reply containing

the Gossip sequence number, and takes the average value between its own local popularity

list corresponds to the Gossip sequence number in the received message and the other local

popularity list. The super node that received the Gossip Exchange Reply also calculates

the average value between the other’s local popularity list in the message and its own

local popularity list, and apart from its local popularity list it updates local popularity

list based on the Gossip sequence number. At this point, when a word is included in

the list of only one side, and then the average value using popularity zero is calculated.

In addition to this, when the size of the Gossip local popularity list exceeds the upper

limitation size of the Gossip local popularity and then popularity under search threshold

are deleted. This continues until the ending condition of message exchange is met. The

ending condition, the difference between the values after calculation and before calculation

is under the set value of the Gossip threshold value. Moreover, when the Gossip Exchange

Request corresponding to the Gossip sequence number is received, the above exchange

method is conducted even in the finished Gossip local popularity list.

Figure 3.6 shows an example of popularity list exchange of each sequence number.

Super nodes who exchange lists of same sequence update their lists to average of the lists.

When a super node receives an old exchange request message, the super node replies with

an old list. In the figure, Super Nodes S1 and S2 are calculating popularity of round i and

Super Node S3 is calculating popularity of round i-1. Gossip exchange request (i) means

message of round i. popularity list (i) means popularity list of round i. When super nodes

calculate average of their lists’ values, they treat a value of word which is in only one list

as zero.
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Figure 3.6: Popularity estimation

3.3.3 Search Method Selection

Decision of Utility Threshold for Search Method Selection

This section describes the procedure to calculate a search threshold value for selecting

search method．The search threshold value must be calculated for selecting search method.

As well as existing hybrid search methods, the search threshold value is calculated based on

the utilities of the two types of search methods. The utility is calculated by Equation 2.1.

The calculation of search threshold value starts when the calculation of global popularity

is finished. First, each super node randomly selects one word with little-higher popularity

than present threshold and one word with little-lower popularity than present threshold,

and for each of them conducts the structured search and the unstructured search similar to

normal search, However, this Search Query Request contains flag for assuming threshold

value and transfer number field. The number of transfer is added as a node is transferred,

and the value is written in Search Query Reply sent to the last super node that conducts

search, When the search is the unstructured search, the transfer number field decreases

as many copies of Search Query Request as made, and when TTL becomes zero Search

Query Reply with object number set zero is sent to search execution node. From above,
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the number of responses, the shortest response time, and the message cost in the search

can be measured, and these values give the utility of each search using the equation 2.1

in Section 2.2.4.

The search threshold Uthreshold is calculated by Equation 3.1.

Uthreshold = P1 +
(P1 − P2)(us1 − uu1)
uu2 − uu1 − us2 + us1

, (3.1)

where P1 and P2 are selected popularity value by the super node, us1 is the utility of

structured search for popularity P1, uu1 is the utility of unstructured search for popularity

P1, us2 is the utility of structured search for popularity P2, and uu2 is the utility of

unstructured search for popularity P2, The utility values are calculated by Equation 2.1.

Equation 3.1 calculates the intersection point of two lines: line (P1, us1)(P2, us2) and line

(P1, uu1)(P2, uu2). The intersection point of two lines can be used as an approximate value

of optimal threshold. By repeating this calculation, search threshold value lead to a more

practical value. Based on the previous study, by repeating the calculation about twenty

times not depending on the number of nodes, give assumed value to be closed to practical

search threshold value [53].

In HyDiff, super nodes conduct searches for peers other than super nodes, and decide

either of two search methods is used. Hence, initial procedure of search differs from

nodes. First, when the node is a leaf node, Search Query Request is sent to the other

super node of search link. When the node is DHT node, Search Query Request sent to

the other super node of DHT link. The super node that received Search Query Request

calculates the popularity of searched word as reference to finished Gossip local popularity

list with latest Gossip sequence number. When a super node conducts search, it does

not use Search Query Request, and it calculates the popularity of the searched word by

itself. Moreover, when there exists a word not contained in the list, and the popularity

of the word is considered as zero. When the calculated popularity is higher than search

threshold value and then unstructured search is chosen, and when it is lower and then

structured search is chose by super nodes.
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Unstructured Search

To conduct unstructured search, Search Query Request with set TTL is sent to a super

link. The super node that received Search Query Request from super link transfers Search

Query Request to nodes with the same object through comparing its objects with the

other. Otherwise, it transfers Search Query Request to super node with others’ super

link. The node that received Search Query Request sends Search Query Reply to the

search execution node. Also, by decreasing the TTL count as transfer, super node stops

transferring when the super node receives Search Query Request with TTL is zero.

Structured Search

To conduct structured search, Search Query Request is sent to DHT link. The DHT node

that received Search Query Request, it calculates hash value using search word contained

in the message. Then, Search Query Request is transferred to the node with closest hash

value of DHT node ID and structured link. Following this, the DHT node that received

Search Query Request repeats the same steps, and when it finally reaches the DHT node

with exact same search word, Search Query Request is transferred to linking node that

has the object from the final DHT node. At the end, when the object holding node that

received Search Query Request replies with Search Query Request, and then the search

is finished.

3.4 Simulation Setup

The proposed HyDiff is evaluated by comparison of the existing GAB [53] by using sim-

ulation. In this simulation, peers construct P2P networks like Gnutella and replicas of

an object are distributed uniformly over the entire network. A popularity of one object

is changed, and utility of searching for the object is calculated to evaluate. Moreover, in

actual P2P networks, there exist ultrapeer which is cooperative node to P2P system. This

simulation also includes some ultrapeers.
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3.4.1 Simulation Parameters

Table 3.1 shows simulation parameters. In this simulation, the churn rate is static and

an influence on the churn-rate change is not evaluated, because the churn rate has a

similar impact on the proposed HyDiff as the existing GAB. Both methods uses the

same utility function 2.1 to calculate efficiency of the structured search method and the

unstructured search method. Therefore, in the both methods, the calculated utility values

of the unstructured methods decrease similarly when efficiency of the unstructured search

method greatly-decreases by heavy churn. Therefore, in this simulation, the churn rate

do not changes. Request rate change interval means a degree of request rate change.

In this simulation, peers request the search with a normal probability distribution. The

standard deviation of the normal probability distribution is one-half of the request rate

change interval. 95% of nodes search for an object during 20 hours when the object

of request rate change interval is 10 hours, This request-rate change describes a change

of contents like News that is requested by a large number of users in a short period of

time [67]. This request-rate changes of this simulation is one of the situations that may be

encountered. Estimation interval means the request rate estimation interval in GAB and

the popularity estimation interval in proposed method. Other parameters are selected

corresponding to the existing work [53].

3.4.2 Simulation Scenario

Simulation scenario is shown as follows.

1. Simulation runs over a joining of peer until a number of peers is equal to the maxi-

mum number of peers.

2. Simulation runs five hours without changing popularity at first for a converging of

the popularity threshold.

3. Simulation selects a peer at random, and then the peer possesses a particular object.

The first possessor peer does not delete the object.

4. Each peer searches for and transfers the object depending on the request rate change

interval.
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Table 3.1: Simulation parameters

Parameter Value
Simulation time 96 hours

Maximum number of peers 10,000 peers
Node join/leave rate (churn rate) 0.75 peer/second

Ultrapeer ratio 5%
Average number of object 10 objects/peer　

Gossip threshold 0.01
Maximum number of reply (Rmax) 25

Request rate change interval 10-40 hours
Average object keep time 4 hours

Estimation interval 40-3,600 seconds
Super node ratio 0.1

Structured node ratio　 0.1

Peer behavior is shown as follows.

• Some peers become ultrapeer, they do not delete their file.

• Peers search for objects depending on Zipf distribution.

• Peers delete the file depending on an average object keep time.

• Peers leave from network and join as newly joined peer depending on node join/leave

rate.

In the simulation, request rate starts to increase at five hours and, request rate is

maximum at request rate change interval plus five hours. For example, request rate is

maximum at fifteen hours when the request rate change interval is ten hours. The reason

of that request rate is not changed in five hours is waiting for the convergence of searching

threshold calculation. Increasing the request rate means increasing the number of search

request by peers. When the request rate change interval is small, a number of searching

request per each time is high, and request rate is rapidly changed.

Figure 3.7 shows changes of object popularity when request rate change interval are

ten, twenty, and forty hours. As shown by the figure, request rate and object popularity
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Figure 3.7: Object popularity

is change more rapidly when request rate change interval is smaller. Object popularity

is still 0.05 after 120 hours because ultrapeers, whose participating ratio is 0.05, do not

delete object. In the figure, there exists the difference between the peak of popularity and

the peak of request rate. Because peers search for only peers that possess the complete

cash of the desired data in this simulation. In P2P systems, data are divided into the

small pieces and peers receive data in a unit of a piece. The complete cash is all pieces

of data. When a peer finds peers that possess few pieces, the peer cannot always obtain

the complete data. Therefore, only peers that possess the complete cash respond to

search queries to ensure that a peer can obtain complete data when the peer receive reply

messages [72]. This simulation assumes that peers need around four hours to obtain the

complete cash. The difference between the peak of popularity and the peak of request

rate decreases when the time of obtaining the complete cash is shortened.
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3.5 Performance Evaluation

3.5.1 Evaluation Items

Following evaluation items are used for the proposed HyDiff and the existing method

GAB [53] with periodic popularity estimation.

Utility Difference Ratio from Theoretical Value

The utility difference ratio from theoretical value Udifference is found by

Udifference =

∑
x∈X utheoretical(x)−

∑
x∈X usearch(x)∑

x∈X utheoretical(x)
, (3.2)

where X is a set of all search, proposed search utility of Search x(x ∈ X) is found

by function usearch(x), optimal search utility of Search x(x ∈ X) is found by function

utheoretical(x). The lower utility difference ratio is, the better search efficiency is.

Average Search Message Cost

The average search message cost Csearch(t) is found by

Csearch(t) =

∑
x∈Xt

csearch(x)

|Xt|
, (3.3)

where Xt is a set of all search in the time zone t, csearch(x) is the number of messages

related to Search x(x ∈ X).

Average Shortest Response Time

The average shortest response time Rshortest(t) is found by

Rshortest(t) =

∑
x∈Xt

rshortest(x)

|Xt|
, (3.4)
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where Xt is a set of all search in the time zone t, rshortest(x) is the shortest response time

for Search x(x ∈ X). The shortest response time rshortest(x) is found by

rshortest(x) = min{rresponse(y)|y ∈ Y (x)}, (3.5)

where Y (x) is a set of all response for Search x(x ∈ X), rresponse(y) is a response time of

Response y(y ∈ Y (x)).

Response Ratio

The response ratio Fresponse is found by

Fresponse =
Nresponse

|X|
, (3.6)

where X is a set of all search and Nresponse is a number of all search which finds one or

more object.

Maintenance Cost

Hybrid search methods have to maintain DHT topology and updating object information

when any peers do not use search function. The maintenance cost Cmaintenance is a message

cost for maintaining DHT topology and updating object information.

3.5.2 Search Utility

Figure 3.8 shows an average utility difference ratio Udifference of each methods when the

estimation interval changes. A vertical axis expresses the average utility difference ratio

Udifference and horizontal axis is the estimation interval.

At first, GAB that is the existing method is discussed. As shown by the figure, the

maximum utility difference ratio Udifference is near 0.8 in any request rate change interval.

The existing method counts each search keyword for popularity estimation, and the counts

are reset in the next estimation. Therefore, when estimation interval is smaller than a

interval of peers’ requesting, estimated results of each interval are various and system

performance decreases. Moreover, when the estimation interval is around 250 seconds,
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Figure 3.8: Utility difference ratio from theoretical value

utility difference ratio Udifference reaches to 0.5. Udifference of the existing method varies

depending on the combination of the request rate change interval and the popularity

estimation interval. As shown in the figure, in the existing method, the range of effective

estimation interval varies depending on the request rate change interval. It is difficult

to decide the value of the estimation interval because the request rate change of the

search-target is unpredictable.

Next, the proposed HyDiff is discussed. In the case of any request rate change interval,

HyDiff is stable for the existing method and a utility difference ratio becomes small. In

addition, utility difference ratio Udifference of proposed method decreases with decreasing

the estimation interval in any request rate change interval. When the request rate change

interval is 20 hours and the estimation interval is under 1, 200 seconds, when the request

rate change interval is 40 hours and the estimation interval is under 2, 800 seconds, utility

difference ratio Udifference is under 0.01. Therefore, the estimation interval can be set low

value as far as the system performance permits in HyDiff.
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Figure 3.9: Average search message cost Csearch(t)

3.5.3 Average Search Message Cost Csearch(t)

Figure 3.9 shows the average search message cost Csearch(t) of search queries in each time

zone, normalized popularity of the search-target object, and normalized request rate of the

search-target object when the request rate change interval is 20 hours and the estimation

interval is 1, 200 seconds. The values of the request rate change interval and the estimation

interval are selected from a range that the efficiencies of both methods is the highest in

Figure 3.8. Therefore, in the figure, it is assumed that the existing method can adopt the

appropriate estimation interval. The request rate and the popularity are normalized by

the each maximum values.

The average search message cost Csearch(t) of the existing method is much higher than

that of HyDiff when the simulation time is lower than thirteen hours. Many peers begin

to send search queries and the request rate increases. The existing method selects the

unstructured search methods for the queries because the request rate of search target is

high. Most part of the unstructured searches, however, fails because the popularity of the

search target is still low. In both methods, super nodes search again using the structured
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search after the unstructured search fails. As a result, the existing method generates a

large number of messages. On the other hand, the search message cost Csearch(t) of HyDiff

is under ten messages when the simulation time is lower than thirteen hour. The reason

is that HyDiff selects the structured search because HyDiff can estimate more precise

search-target popularity. From thirteen hours to thirty hours, both methods select the

unstructured search and it can find the search target because the popularity is much

higher. The search message cost Csearch(t) of HyDiff is little higher than that of the existing

method when the simulation time is from thirty hours to forty hours. Because the request

rate decreases and the existing method selects the structured search. The utility function

for the search method selection consists not only the search message cost Csearch(t) but

also others. Therefore, HyDiff still selects the unstructured search. However, as shown

in the figure, the difference between message cost Csearch(t) is few when the simulation

time is from thirty hours to forty hours. Moreover, the average message cost Csearch(t)

of all search queries for HyDiff is lower than that of the existing method. The average

search message cost Csearch(t) of all search queries for HyDiff is 32.7 messages and that for

the existing method is 49.2 messages. The proposed method decrease the average search

message cost Csearch(t) of all queries by 33% in this simulation.

3.5.4 Average Shortest Response Time Rshortest(t)

Figure 3.10 shows the average shortest response time Rshortest(t) of search queries for each

time, normalized popularity of the search-target object, and normalized request rate of the

search-target object when the request rate change interval is 20 hours and the estimation

interval is 1, 200 seconds. Here, the shortest response time Rshortest(t) is defined as the

number of hops because the time of 1 hop depends on under-layer networks topology.

The average shortest response time Rshortest(t) of the existing method is very slow

then the simulation time is under fifteen hours. The reason is that the existing method

selects the unstructured search as well as Figure 3.9. When the search-target popularity

is low, the unstructured search cannot find the object and peers search again using the

structured search after failure of the unstructured search. Therefore, the average shortest

response time Rshortest(t) of the existing method is higher than that of proposed method

quadruple. When the simulation time is from thirty-five hours to forty hours, the existing
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Figure 3.10: Average shortest response time Rshortest(t)

method select the unstructured search as well as Figure 3.9. On the other hand, HyDiff

select the unstructured method and the average shortest response time Rshortest(t) is lower

than that of the existing method because the target-object popularity is enough high. As

shown in Figure 3.9 and 3.10, when the simulation time is from thirty hours to forty

hours, HyDiff use higher search message cost and faster shortest response time than the

existing method. In other words, the shortest response time Rshortest(t) and the search

message cost Csearch(t) have a trade-off relationship when the request rate is much low and

the popularity is enough high. Finally, the average shortest response time of all search

queries for proposed method is 3.49 hops and that for the existing method is 11.1 hops.

The proposed method decreases the average shortest response time Rshortest(t) of all search

queries by 70% in this simulation.

A time length of one hop is related to a topology of under layer network. Assuming

the situation that the P2P network is applied on a global scale, a time length of one hop

is about 200 milliseconds. In the situation, HyDiff reduces Rshortest(t) from around eight

seconds to around two seconds when search-target’s request rate is high but its popularity

is very low.
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3.5.5 Impact on Request Generating with Fixed Probability

When search requests are generated with a fixed probability, the existing method that

uses the request rate tends to keep high efficiency. To discuss a weakness of HyDiff, it

is evaluated under such disadvantageous condition. The evaluation item is the response

ratio, the average shortest response time, the average search cost, and the maintenance

cost.

Detailed maintenance cost is shown by follows.

• DHT maintaining cost

DHT peer leave from networks without notice. Therefore, DHT peer check dead or

alive of peers connected by structured link periodically. Moreover, when a leaving of

DHT is detected, DHT nodes re-construct DHT topology. The number of messages

for this check and re-constructing DHT is DHT maintaining cost.

• Monitoring cost of leaf node

Super peers collect object information of leaf nodes each estimation interval. The

number of messages for this monitoring is monitoring cost.

• Gossip cost

Super peers exchange local popularity list each estimation interval. The number of

messages for this exchange is gossip cost.

• Majoring cost of popularity threshold

Super nodes major popularity threshold each estimation interval. The number of

messages for this majoring is majoring cost of popularity threshold.

Most part of maintenance cost is DHT maintenance cost and gossip cost. Influence of

other cost is very small.

Table 3.2 shows results normalized by results of the GAB for the response ratio

Fresponse, the average shortest response time Rshortest(all), the maintenance cost, the search

cost Csearch(all) when object popularity is not changed. As shown in the table, the effi-

ciency of HyDiff and that of the existing method is the same values when object popularity

is not changed. The difference between the maintenance cost of HyDiff and that of the
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Table 3.2: Evaluation on request generating with fixed probability

Method Response
ratio

Average shortest
response time

Maintenance
cost

Average
search cost

Existing 99.9 1.00 1.00 1.00
Proposal 99.9 0.99 1.01 1.00

existing method is only 1%, and it is very few. The reason is that the DHT maintaining

cost is much higher than the monitoring cost of local popularity.

3.6 Summary

This chapter proposes HyDiff, Hybrid search based on Diffusion ratio, which uses search-

target popularity estimated by local popularity. The proposed method is a hybrid search

method that acts as a structured or unstructured search method, depending on search-

target popularity. In hybrid search methods, the method of estimating search-target

popularity is very important because efficiencies of the structured and unstructured search

methods vary depending on the search-target popularity. Additionally, the popularity of

the search target changes with time and it is difficult to predict the time change of the

search-target popularity. Therefore, in hybrid search methods, peers must calculate the

popularity periodically. Existing hybrid search methods use the request rate to estimate

search-target popularity. However, it is difficult to retain high efficiency because in some

cases there exists a large gap between the measured request rate and popularity. For

example, when peers do not request searching in a period of time, super nodes always select

a structured search method in the period even when the actual popularity of the search

target is high. Therefore, the estimated popularity by request rate do not always properly

reflect the actual popularity. The proposed method bases its popularity estimation on

local popularity. As a result, search efficiency is expected to be retained in HyDiff.

The key idea of HyDiff is that super nodes use not the request rate of the search-

target object but the popularity of the search-target object for search-target popularity

estimation. Hybrid search methods including HyDiff maintain two-difference type of
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search methods: the structured search method and the unstructured search method.

Then, it is very important to select an effective search method depending on the search

target popularity. Existing methods treat the request rate the same way as the popularity

implicitly, and use the request rate of objects for the search-target popularity estimation.

The request rate and the popularity are, however, different strictly. A request rate of an

object means how many peers want to obtain the object, and a popularity of an object

means how many peers possess the object. Therefore, a gap between the estimating

popularity by the request rate and the actual popularity is generated in some cases. The

proposed method adopts the local popularity to bridge the gap between the estimated

popularity and the actual popularity. Moreover, super nodes can easily-calculate the local

popularities because the network topology is based on the Gnutella network, which use

for hybrid search methods generally. The proposed method tends to keep the effective

search function with a small increase in the maintenance cost when there exists a large

gap between the request rate and the popularity.

The proposed HyDiff is evaluated by computer simulation in terms of the average re-

sponse rate Fresponse, the average shortest response time Rshortest(t), and the search message

cost Csearch(t). In the simulation, a distribution of object positions is uniformly. Then, a

popularity of one object is changed, and utility of searching for the object is calculated

to evaluate. At first, HyDiff is evaluated by using the utility function shown by Equa-

tion 2.1. The utility difference ratio from theoretical value Udifference means the difference

between the actual utility and theoretical value. The theoretical value is the utility of

theoretical optimal hybrid search that always selects a reasonable search method. One

hand, Udifference of the existing method varies depending on the combination of the request

rate change interval and the popularity estimation interval. In the existing method, it is

difficult to decide the value of the estimation interval because the request rate change of

the search-target is unpredictable. One the other hand, Udifference of HyDiff decreases with

decreasing the estimation interval. Therefore, the estimation interval can be set low value

as far as the system performance permits in HyDiff. Additionally, when the search tar-

get’s request rate change interval is twenty hours and estimation interval is 1, 200 seconds,

the utility difference ratio Udifference of HyDiff is under 1%. Therefore, HyDiff selects a

reasonable search method in most cases. In addition, this dissertation studies the shift of
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the average search message cost Csearch(t) for one search and the average shortest response

time Rshortest(t) by each time zone in one of the situations that the request-rate change

is like News that is requested by a large number of users in a short period of time. In

the result, HyDiff greatly-improves the average message cost Csearch(t) for one search and

the average shortest response time Rshortest(t) from the existing method soon after the re-

quest rate of the search-target object starts to increase. Because HyDiff rightly-selects the

structured search method for an object whose request rate is high but popularity is low.

Moreover, the maintenance cost of HyDiff is evaluated compared with that of the existing

method. Then, the simulation result showed that the increase in the maintenance cost

is few and it is not serious problem. Finally, those results showed that HyDiff maintains

search efficiency under the situation that there exists a large gap between the measured

request rate and the popularity.
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Chapter 4

Piece Lending for Video Data

Transmission Scheduling

4.1 Overview

This chapter proposes Piece Lending, which uses a lending approach in which the P2P

system lends receiving rights for low-popularity pieces to newly joined peers, and col-

lects contributions of advanced peers in compensation for using rights when newly joined

peers become advanced peers. The proposed method is an incentivized method with low-

popularity piece push. Incentivized methods provide incentives (receipt rights) for piece

sending, preventing free-riders from receiving pieces. In existing methods, low-popularity

piece push from the video provider is required for newly joined peers to join in the piece

exchange, because newly joined peers do not possess transmittable piece, making their ne-

gotiation power very low. In the proposed method, P2P systems provide receiving rights

for low-popularity pieces to newly joined peers, thus increasing their negotiation powers.

Newly joined peers use these receiving rights to receive low-popularity pieces, allowing

them to take part in piece exchange without support from the video provider. Because the

most part of peers do not possess low-popularity piece, newly joined peers can send that

pieces to peers that do not possess it. Moreover, advanced peers with high negotiation

power pay their contribution to the P2P system in compensation for previously borrowing

rights; in other words, they send low-popularity pieces to newly joined peers depending on
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Continuance  

playback-able pieces 

Lending receive right by P2P system  
(free transfer from server/other peers) 

Available sending capacity to other peers 
Piece transfer 

Figure 4.1: Receive buffer of newly joined peer

the amount of pieces that they have received using the borrowed rights. As a result, the

proposed method distributes the load of low-popularity piece pushing to peers. Efficiency

of the proposed method in terms of the utilization ratio of peer transmission capacity and

start-up latency is shown by simulation.

4.2 Piece Lending Approach

4.2.1 Concept of Piece Lending

Figure 4.1 and Figure 4.2 shows receive buffers of two peers: a newly joined peer and

an advanced peer. The newly joined peer possesses few pieces and the advanced peer

possesses many continuance playback-able pieces. The concept of piece lending is that

the P2P system lends a piece receiving right to the newly joined peer and the P2P system

collects contribution whose amount is equivalent to the lent right from the advanced peer.

Then, the distribution of low-popularity pieces for newly joined peers is supported by

not only video provider but also the whole P2P system. Here, the whole P2P system

means all peers and the video provider on P2P networks. The P2P system lends piece

receiving rights to newly joined peers, in other words, the P2P system allow the newly

joined peers to receive low-popularity pieces independently of their own contribution from
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Figure 4.2: Receive buffer of advanced peer

other peers and the video provider. As a result, the newly joined peers receive new pieces

and increase the number of their send-able pieces even when they cannot send pieces to

other peers. The newly joined peers can easily-join in the piece exchange. When peers

receive enough in-order pieces and their received pieces without their own contribution

become continuance playback-able pieces, the P2P system collects contribution of them,

in other words, the P2P system makes them send pieces without a payment in order to

maintain the P2P system. In the contribution collection by the P2P system, the P2P

system makes the advanced peers send pieces to the newly joined peers. Therefore, this

proposed method realizes the concept of piece lending which is that the distribution of

low-popularity pieces for newly joined peers is supported by not only video provider but

also the whole P2P system.

4.2.2 System Design

To realize the concept of piece lending, the P2P system needs a structure fulfilling three

conditions. First condition is that the P2P system allows only newly joined peers to

receive pieces without piece sending. Second condition is that the P2P system requires

piece sending whose amount depends on the number of received pieces of peers without

newly joined peer. Third condition is that the number of sent pieces of a peer is equivalent

to the number of received pieces of the peer when the peer completes collecting all pieces.
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The proposed method defines the amount of peer’s benefit for the incentivized algorithms

as the number of peer’s continuous playback-able pieces. The number of peer’s continuous

playback-able pieces is called a benefit value. Additionally, the proposed method defines

the amount of peer’s contribution to the P2P system as the number of pieces that had sent

by the peer. The number of the sent pieces is called a contribution value. The proposed

method uses the benefit value and contribution value for the incentivized algorithms in

order to realize the concept of piece lending. In the proposed method, just receiving

pieces of peers is not a benefit of the peer. When the receiving pieces become continuous

playback-able, the P2P system see that the peer gets a benefit. As a result, in the

propose method, newly joined peers can receive low-popularity pieces even when they do

not contribute to the P2P system. Then, they collect in-order pieces by using peer’s piece

exchange with received low-popularity pieces. When the received low-popularity pieces

become continuous playback-able, the benefit value increases. Peers cannot receive new

pieces when their contribution value is lower than their benefit value by the control of

incentivized algorithm. Therefore, the P2P system can require the piece sending whose

amount is equivalent to the number of received low-popularity pieces of the advanced

peers.

Figure 4.3 shows a structure of piece lending using the benefit value. In the figure, bi

is the benefit value of peer i and si is the contribution value of peer i. Left receive buffer

is a newly joined peer’s one and right one is an advanced peer’s one. Newly Joined Peer

i can receive low-popularity pieces without any relation to its own contribution value si.

Then, Peer i can join peers in piece exchange because the number of the peer’s send-able

pieces increases by received low-popularity pieces. Additionally, in the proposed method,

each peer cannot receive in-order pieces when their contribution value is lower than their

benefit value in any case. Therefore, when contribution value s(j) is lower than benefit

value bi, Advanced Peer j sends low-popularity pieces to newly joined peers in order to

increase its own contribution value s(j) Advanced Peer j can receive in-order pieces when

si is larger than bi.
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Figure 4.3: Benefit value and lending method

4.3 Neighbor Selection

Each peer is connected with randomly chosen peers as their neighbors in the proposed

method. Peers should have heterogeneous neighbors in terms of playback progress because

advanced peers should send low-popularity pieces to newly joined peers by rarest-first in

order to increase utilization of peer transmission capacity. Moreover, advanced peers

can request in-order pieces to various neighbors because all peers can have low-popularity

pieces, which are often pieces of the video’s last part and it are in-order pieces for advanced

peers. Therefore, each peer is connected with randomly chosen peers as their neighbors.

When peers join in the system, they use the peer search function in order to tracker

node of desired video contents. Generally, the video provider has also a role of the tracker

node. The tracker node introduce randomly chosen peers to the newly joined peers and

the peer offer introduced peers linking with each other as neighbors by neighbor offering

message. When each peer has neighbors as many as Nmax, the peer rejects linking with

other peers if the peer receives the neighbor offering messages. When each peer has fewer
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neighbors than Nmin, the peer sends the neighbor offering messages to peers who are

the neighbors of neighbor. Moreover, each peer periodically changes neighbors into new

neighbors whom tracker introduces. In the proposed methods, the tracker only introduces

some peers to the newly joined peers. In the assumed P2P VoD systems, any peer which

knows some neighbors related to a video content can operate as the tracker of the video

content as well as bootstrappers.

4.4 Piece Transmission Scheduling

4.4.1 Piece Transmission Policy of Viewer

Piece Lending uses two types of piece transfer: a low-popularity piece transfer and an

in-order piece transfer. The low-popularity transfer is started from a request of a sender

side peer, and a transferred piece is low-popularity pieces for receiver side peer. The

receiver side peer is always a newly joined peer. In the low-popularity transfer, receiver

side peer cannot select which piece is transferred, but contribution of the receiver side

peer is not required. On the other hand, the in-order piece transfer is started from a

request of a receiver side peer, and a transferred piece is the in-order piece for receiver

side peer as well as piece transmission scheduling methods of general P2P VoD. In the in-

order piece transfer, the receiver side peer receives its desired in-order pieces, but enough

contribution of the receiver side peer to the P2P system is required. Peers divide their

own transmission capacity into two capacities: a transmission capacity for in-order piece

transfer and a transmission capacity for low-popularity piece transfer. The transmission

capacity for in-order piece transfer uin and the transmission capacity for out-order piece

transfer ulow are follows;

uin = u(1− ro), (4.1)

ulow = uro(0 ≤ ro ≤ 1), (4.2)

where ro is a ratio of ulow divided by the total transmission capacity u. ro means peers

uses their own resources for the distribution of low-popularity pieces for newly joined

peers.

71



Chapter 4 ： Piece Lending for Video Data Transmission Scheduling

Low-Popularity Piece Transfer

In the low-popularity piece transfer, peers send pieces to peer i only when bi < fE

(0 ≤ f ≤ 1). Where, E is the divided piece number of video data, f is a ratio of receive-

able low-popularity pieces. In other words, peer i is treated as a newly joined peer when

contribution value bi of the peer i is lower than fE in proposed method. Newly joined

peer whose bi is low can join peers in piece exchange early because the newly joined peer

can receive low-popularity pieces. Which piece is transferred is decided by the Rarest-first

algorithm [73]. Piece sending algorithm of peers in the low-popularity piece transfer is

shown in Algorithm 1.

Referring to buffermap, peers send pieces by low-popularity piece transfer when the

peers have request-able peers whose contribution value is lower than fE. When the

number of the request-able peers is two or more, peers send request message to them

when their own transmission capacity for low-popularity piece transfer ulow is enable.

The transmission capacity for in-order piece transfer uin is not utilized for low-popularity

piece sending even when the transmission capacity for in-order piece transfer uin is enabled.

The reason is that peers cannot continuous playback of the video when the transmission

capacity for in-order piece transfer uin is exhausted. Which piece is transferred is decided

by the Rarest-first algorithm. Peers refer to all buffermaps of neighbors and selects lowest-

popularity pieces that is not possessed by most part of the neighbors. Newly joined peer

can easily-join peers in piece exchange by using the received lowest-popularity piece.

Moreover, it is deterrence for free riders because the receiver side peer cannot select a

transferred piece in the low-popularity piece transfer. In the video streaming, a peer must

collect pieces whose IDs are continuously in order to view high-quality video. Free riders

can receive pieces by using the low-popularity piece transfer, but the received pieces are

not continuous playback-able. Therefore, free riders cannot view the video continuously

even when they use the low-popularity piece transfer.

In-Order Piece Transfer

In the in-order piece transfer, peers send pieces to peer i when the contribution value si

is higher than the benefit value bi. A transferred piece is decided based on bi of receiver
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Algorithm 1 Transmission algorithm of Sender Peer s in the low-priority piece transfer

INPUT: uslow : Transmission capacity of Peer s for low-popularity piece transfer
INPUT: N s

all : Array of all neighbors of Peer s
INPUT: Npossessor : Array of the number of possessor for each pieces
INPUT: E : The divided number of video data
INPUT: f : The ratio of receive-able low-popularity pieces
INPUT: nsneighbor : The number of neighbors of Peer s
OUTPUT: usadd : Additional capacity of Peer s for in-order piece transfer

1: for i = 0 to E do
2: Npossessor[i]← 0
3: for j = 0 to nsneighbor do
4: if Peer N s

all[j] possesses Piece i then
5: Npossessor[i]← Npossessor[i] + 1
6: end if
7: end for
8: end for
9: usadd ← uslow
10: for i = 0 to nsneighbor do
11: if bNs

all
[i] < fE and usadd > 0 then

12: usadd ← usadd − 1
13: RaresetP iecePossessorNum← nneighbor + 1
14: for j = 0 to E do
15: if Npossessor[j] < RaresetP iecePossessorNum then
16: RarestP ieceID ← j
17: RaresetP iecePossessorNum← Npossessor[j]
18: end if
19: end for
20: Peer p send Piece RarestP ieceID to Peer N s

all[i]
21: Npossessor[RarestP ieceID]← Npossessor[RarestP ieceID] + 1
22: end if
23: end for
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side peer i. Algorithm 2 shows the transmission algorithm in the in-order piece transfer.

Proposed method constructs a P2P network base on random mesh topology and peers

exchange buffermap with each neighbors periodically as well as the existing method [15].

Referring to the buffermap, peer i sends a request message with contribution value si

to peer that possesses pieces whose ID is bi + 1. In the proposed method, the system

allocates piece ID to pieces in order of playback time. Therefore, when peers receive pieces

in ascending order of piece ID, the peers can begin to view the video before completing

the collection of all pieces. Peer i should receive a piece which ID is bi + 1 because the

benefit value bi means the number of continuous playback-able pieces. When the number

of request-able peers, which possess the piece which ID is bi + 1, is two or more, peer

i selects one peer and sends a request message to the selected peer. When the request

message is rejected by the selected peer, peer i send a request message to another request-

able peer again. In addition, when peer i have no request-able peer or all requests of the

peer i are rejected, the peer i send a request message to video provider. Peer received

the request message checks the contribution value si of the requester peer i and benefit

value bi, and the peer sends the requested piece to peer i only when si > bi. When

a peer receives multiple request messages, the peer accepts the requests when its own

transmission capacity for in-order piece transfer uin is enabled. When the transmission

capacity for in-order piece transfer uin is not enabled, the peer rejects requests. Here,

when transmission capacity for low-popularity piece transfer ulow of a peer is enabled and

the peer has no request-able neighbor for low-popularity transfer, the peer can utilize the

transmission capacity for low-popularity piece transfer ulow for the in-order piece transfer.

Malicious free riders try to use in-order piece transfer by telling a lie that declared

benefit value is larger than precise value. If a malicious free rider underclaims the benefit

value bi for in-order piece transfer, the transferred piece’s ID is same as previously-received

piece. Therefore, the malicious free rider has no motivation to underclaim the benefit value

bi. On the other hand, a malicious free rider tries to tell a lie about the contribution value

si. As a prevention against the false declaration, the P2P system can use the tracker,

which is a special resident node, for monitoring the numbers of sent pieces for each peer,

or trust mechanize [74,75] for referring to degree of each peer’s trust. Further discussion

is beyond the scope of this dissertation.
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4.4.2 Piece Transmission Policy of Video Provider

Most part of video provider’s sending algorithm is as same as peer’s sending algorithm.

The difference of them is that the video provider allows any requests of in-order piece

transfer. Peers can receive pieces from the video provider without any contribution.

Piece sending algorithm of the video provider in the in-order piece transfer is shown in

Algorithm 3. Piece sending algorithm of the video provider in the low-popularity piece

transfer is as same as Algorithm 1.

4.5 Simulation Setup

This section evaluates proposed Piece Lending comparing with the existing incentivized

method with low-popularity piece push, Server-Push method [15] by using round-based

simulation.

4.5.1 Simulation Parameters

Table 4.1 shows basic simulation parameters. Those parameters are set by referring to

existing other works for P2P VoD streaming [10, 15, 17]. In this simulation, the video

provider transmission capacity up is equal to the peer transmission capacity u. In P2P

VoD systems, video content providers are not only companies but also end-users. When

the video content provider is an end-user, performance of the video provider is low and

efficiency of P2P VoD systems tends to decrease. Therefore, it is important to assume

a strict condition that the video provider transmission capacity up is equal to the peer

transmission capacity u. Moreover, the parameters can apply some environments that

fulfill follow requirements.

Bv = u, (4.3)

d = 2u, (4.4)

jL = j
E

Bv

= 250, (4.5)

p =
BvL

E
, (4.6)
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Algorithm 2 Transmission algorithm of Sender Peer s in the in-order piece transfer

INPUT: usin : Transmission capacity of Peer s for in-order piece transfer
INPUT: Rs : Array of in-order piece transfer requests to Peer s
INPUT: Rs[i].requester : Requester peer of Request Rs[i]
INPUT: si : Contribution value of Peer i
INPUT: bi : Benefit value of Peer i
INPUT: uadd : Additional capacity of Peer s for in-order piece transfer

1: ublank ← 0
2: for i = 0 to usin + uunalloc do
3: if Rs[i] not equal null and sRs[i].requester > bRs[i].requester then
4: Peer p send Piece bi + 1 to Rs[i].requester
5: end if
6: end for

Algorithm 3 Transmission algorithm of Video Provider p in the in-order piece transfer

INPUT: upin : Transmission capacity of Peer p for in-order piece transfer
INPUT: Rp : Array of in-order piece transfer requests to Peer s
INPUT: Rp[i].requester : Requester peer of Request Rp[i]
INPUT: si : Contribution value of Peer i
INPUT: bi : Benefit value of Peer i
INPUT: upadd : Additional capacity of Peer s for in-order piece transfer

1: for i = 0 to upin + upadd do
2: if Rp[i] not equal null then
3: Peer p send Piece bi + 1 to Rp[i].requester
4: end if
5: end for
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Table 4.1: Simulation parameters

Parameter Value
Peer transmission capacity u 10 pieces/round

Peer receive capacity d 20 pieces/round
Video provider transmission capacity up 10 pieces/round

peers’ joining rate j 5 peers/round
Number of divided pieces E 500 pieces

Bit rate of video streaming Bv 10 pieces/round
Maximum number of neighbors 40 peers
Minimum number of neighbors 20 peers

Simulation time 1, 500 rounds
Ratio of receive-able low-popularity piece f 0.05

Ratio of transmission capacity for low-popularity transfer ro 0.9

Table 4.2: Examples of specific bit rate parameters

Pattern u d up Bv

i 384 kbps 768 kbps 384 kbps 384 kbps
ii 512 kbps 1 Mbps 512 kbps 512 kbps
iii 1 Mbps 2 Mbps 1 Mbps 1 Mbps

where p is the piece size and L is the length of providing video. Tables 4.2, 4.3, and 4.4

show examples of applicable parameters. In round-based simulators, a round is a measure

of time. In this simulation, when L is assumed as fifty seconds, the length of a round is

one second.

4.5.2 Simulation Scenario

In this simulation, peers send low-popularity pieces by using ulow as many as possible

before the rest of its transmission capacity is used for in-order piece sending. Moreover,

peers join in the P2P system according to the peers’ joining rate j. Then, peers leave

from the P2P system when they complete all piece collection. This scenario shows a

strict condition that many peers join in the P2P system but peers that have all pieces are

not exist in the P2P network. In the real environment, there exist some ultrapeers [53]
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Table 4.3: Examples of specific time parameters

Pattern Length of 1 round L
A 1 second 50 seconds
B 30 second 1, 500 seconds
C 60 seconds 3, 000 seconds

Table 4.4: Examples of piece size p

Bit rate parameter pattern Time parameter pattern p
A i 38.4 kb
A ii 51.2 kb
A iii 102.4 kb
B i 1.152 Mb
B ii 1.536 Mb
B iii 3.072 Mb
C i 2.304 Mb
C ii 3.072 Mb
C iii 6.144 Mb

which greatly contribute to the system, but the assumed strict condition often occurs. For

example, the number of ultrapeers is few or zero right after starting to provide the video.

Additionally, in P2P data providing systems, an increase of the number of ultrapeers and

an increase of the video provider transmission capacity up have almost the same meaning.

Therefore, an influence on the number of ultrapeers is shown in Section 4.6.5, that discuss

an influence on video provider transmission capacity up.

Note that we assume that the transmission capacity for messages is ensured on the

side. Thus, message overhead is zero in the simulation experiments because message

overhead is typically negligible compared to bandwidth consumption by video pieces in

P2P streaming. Additionally, peers are obedient to unveil their truthful information to

each other.

78



Chapter 4 ： Piece Lending for Video Data Transmission Scheduling

4.6 Performance Evaluation

4.6.1 Evaluation Items

• Average utilization ratio of peer transmission capacity

The average utilization ratio of peer transmission capacity, Fu, is denoted as follows;

Fu =

∑
i∈ψ

Usend(i)
u(i)t(i)

|ψ|
, (4.7)

where ψ is a set of all leaved peers and u(i) is transmission capacity of peer i and

t(i) is life time of peer i and Usend(i) is the data size which peer i sent in life time.

• Average start-up latency

The average start-up latency before starting continuous playback, σ, is denoted as

follows;

σ =

∑
i∈ψ σ(i)

|ψ|
(4.8)

=

∑
i∈ψmaxEk=0(t(i, k)− kp

Bv
)

|ψ|
, (4.9)

where σ(i) is start-up latency of peer i and E is the number of pieces in the whole

video and t(i, k) is the time when peer i receives piece k since the peer joins the

network. σ(i) can be calculated only when Peer i has received all pieces. Therefore

σ is just a evaluation index and it means a potential to shorten the waiting time of

viewers. σ is same as sum of stopping time for playback in the peers life time even

if the peer starts play as soon as joining network.

An example of start-up latency σ is as shown in Figure 4.4. The figure shows

piece arrival times and a start-up latency of a peer. The ratio of receive-able low-

popularity piece f is set as 0.2 for understandability. The peer joins the P2P network

at round 1, 376, and receives pieces using low-popularity transfer from 1, 376 round

to 1, 386 round. In this case, the start-up latency is five rounds. The peer can view

the video continuously when it waits five rounds at the beginning.
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Figure 4.4: Piece arrival time and start-up latency σ

4.6.2 Low-Popularity Piece Transmission Capacity Ratio ro and

Receive-able Low-Popularity Piece Ratio f

Figure 4.6 and Figure 4.5 shows the influence of the low-popularity piece transmission

capacity ratio ro and the receive-able low-popularity pieces ratio f on the average uti-

lization ratio of peer transmission capacity Fu and the average start-up latency σ in

the proposed Piece Lending. The average utilization ratio of peer transmission capac-

ity Fu increases with increasing the low-popularity piece transmission capacity ratio ro.

There exist two reasons. First reason is that newly joined peers tend to receive pieces

by using low-popularity piece transfer easily. Second reason is that transferred pieces are

selected by using Rarest-first in the low-popularity piece transfer. In P2P data provid-

ing, aggressive transfer of low-popularity data increases the system efficiency [73]. With

increasing of the low-popularity piece transmission capacity ratio ro, however, peers tend

not to receive pieces in order because the transmission capacity for in-order piece transfer

decreases. Therefore, the average start-up latency σ increases. When the receive-able

low-popularity pieces ratio f is enough low, however, the average start-up latency σ does
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Figure 4.5: Average utilization ratio of peer transmission capacity Fu versus low-
popularity piece transmission capacity ratio ro with various receive-able low-popularity
pieces ratio f

not increase even when the low-popularity piece transmission capacity ratio ro is high.

As a result, the proposed method should set the low-popularity piece transmission ca-

pacity ratio ro as a high value in order to increase the average utilization ratio of peer

transmission capacity Fu, and it should set the receive-able low-popularity pieces ratio f

as a low value in order to decrease the average start-up latency σ. In the scope of the

evaluation, efficiency of the Piece Lending is highest when f = 0.05，ro = 0.9. Therefore,

Piece Lending uses f = 0.05，ro = 0.9 after that.

4.6.3 Average Utilization Ratio of Peer Transmission Capacity

Table 4.5 shows the average utilization ratio of peer transmission capacity ,Fu, for the

proposed Piece Lending and existing Push method. The proposed method improves Fu by

41.7%, and it utilizes 95.1% of peer transmission capacity although existing method uti-

lizes 67.1% of that. In the proposed method, newly joined peer can receive low-popularity

pieces from not only video provider but also other peers. The newly joined peers join peers
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Table 4.5: Average utilization ratio of peer transmission capacity Fu

Piece Lending (Proposal) Serve Push (Existing)
95.1% 67.1%

in piece exchange early by using the received low-popularity pieces. Moreover, after the

peers collect enough in-order pieces, they send pieces whose number is equivalent to num-

ber of received low-popularity pieces to other newly joined peers. As a result, the proposed

method realizes the concept of piece lending and improves Fu.

4.6.4 Average Start-Up Latency δ with Network Stress ϱ

Figure 4.7 shows the average start-up latency σ with various network stress ϱ for the

proposed method and the existing method. The network stress is a ratio of the bit rate
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Figure 4.7: Average start-up latency σ versus network stress ϱ

of video streaming Bv to the average peer transmission capacity u as following equation.

ϱ =
Bv

u
. (4.10)

The network stress ϱ decreases with increasing the average peer transmission capacity u.

In addition, in this model, when ϱ is lower than one and the average peer transmission

capacity u is much higher than the bit rate of video streaming Bv, the average start-up

latency σ is zero if peers receive pieces in order at a fixed receiving rate. In the figure, the

average start-up latency σ of the propose method is always lower than that of the existing

method. When the network stress ϱ increases, the average start-up latency σ decreases

on both methods by a lack of peer transmission capacity in the P2P network. In the

proposed method, newly joined peers can receive low-popularity pieces from other peers

without the video provider. Therefore, the transmission capacity of the video provider

does not become a bottleneck and the average start-up latency σ is low. Especially, when

ϱ is one, the average start-up latency σ of the proposed method is shorter than that of

the existing method by 87.4%. In practical situations, ϱ is much smaller than one. For
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example, assuming the situation that a peer whose transmission capacity is 10 Mbps tries

to view a video whose bit rate is 2 Mbps and whose length is 100 minutes, Piece Lending

reduces σ from 12.1 minutes to 1.28 minutes.

4.6.5 Influence on Video Provider Transmission Capacity up

Figure 4.8 shows the average utilization ratio of peer transmission capacity versus the

video provider transmission capacity up for lending and existing method. Although when

the system uses existing method, utilization ratio of peer transmission capacity is lower

as video provider transmission capacity up decreases, the decreasing of the utilized trans-

mission capacity is restricted when the system uses lending. That is because although

existing method relies on video provider to push pieces to newly joined peers, lending let

also peers send pieces to newly joined peers. Moreover, although existing method relies

on video provider to deliver the comparatively rare pieces to the network, lending restricts

pieces from being rare by rarest-first low-popularity piece sending policy.

Figure 4.9 shows average start-up latency σ versus video provider transmission capac-

ity up for lending and existing method. Although when the system uses existing method,

the start-up latency σ is larger as video provider transmission capacity up decreases, this

increasing of the latency is comparatively restricted when the system uses lending. That

is because lending utilizes more peer transmission capacity as described above. Therefore,

lending method more effectively improves average receiving quality achieved by existing

method when video provider’s transmission capacity up is small, for example, due to

deliver multiple videos by single provider which may be a general end-user PC.

4.6.6 Influence on Free Riders

Figure 4.10 shows average utilization ratio of peer transmission capacity of normal peers

versus participating ratio of free riders for lending and existing method. As participating

ratio of free rider increases, utilized transmission capacity of normal peers is decreasing

in either case that the system uses lending or existing method. That is because of three

reasons. One is consumption of provider’s transmission capacity by free rider. Secondary,

each peer has insufficient number of neighbors who actually send pieces to them because
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their neighbors include free riders. Another is consumption of peer transmission capacity

by free rider and this is only when the system uses lending. Although existing method

using tit-for-tat based piece exchanging algorithm avoids consumption of peers transmis-

sion capacity by free rider, lending uses more peer transmission capacity for normal peers

than existing method even if participating ratio of free rider is 0.5.

Moreover, there exists no motivation for becoming free rider also when the system uses

lending method. That is because they cannot obtain in-order pieces and their obtained

rate of low-popularity pieces is same as receive-able low-popularity piece ratio f even at

a maximum and playback position of the pieces are dispersed.

Figure 4.11 shows average start-up latency σ versus participating ratio of free rider for

lending and existing method. Lending method can achieve smaller latency compared to

existing method at any participating ratio of free rider under 0.5. That is because lending

utilizes more peer transmission capacity as described above.

4.7 Summary

This chapter proposes Piece Lending, which uses a lending approach in which the P2P

system lends receiving rights for low-popularity pieces to newly joined peers, and col-

lects contributions of advanced peers in compensation for using rights when newly joined

peers become advanced peers. The proposed method is an incentivized method with low-

popularity piece push. Incentivized methods provide incentives (receipt rights) for piece

sending, preventing free-riders from receiving pieces. In existing methods, low-popularity

piece push from the video provider is required for newly joined peers to join in the piece

exchange, because newly joined peers do not possess transmittable piece, making their

negotiation power very low. In the proposed method, P2P systems provide receiving

rights for low-popularity pieces to newly joined peers, thus increasing their negotiation

powers. Newly joined peers use these receiving rights to receive low-popularity pieces,

allowing them to take part in piece exchange without support from the video provider.

Because most peers do not possess low-popularity piece, newly joined peers can send that

pieces to peers that do not possess it. Moreover, advanced peers with high negotiation

power pay their contribution to the P2P system in compensation for previously borrowing

87



Chapter 4 ： Piece Lending for Video Data Transmission Scheduling

rights; in other words, they send low-popularity pieces to newly joined peers depending

on the amount of pieces that they have received using the borrowed rights. As a result,

the proposed method distributes the load of low-popularity piece pushing to peers.

The key idea of the lending approach is that the P2P system defines the benefit of

peers is as the number of received continuous playback-able pieces. Then, the benefit value

is used as a reward for contribution in the incentivized algorithm. This idea realizes the

concept of the lending approach. The incentivized algorithm is used for preventing free

riders from enjoying services without contributing to the P2P systems. In the proposed

method, free riders can receive non-continuous pieces, which are low-popularity pieces,

although it cannot receive continuous in-order pieces without sending pieces to other

peers. The fact that free riders can receive non-continuous pieces is not serious problem.

In general P2P VoD systems, the video data is divided into small pieces and peers receive

the video data in unit piece. Therefore, when free riders collect some non-continuous

pieces, they can view only fragmentary video. In addition, even when free riders tray to

collect all pieces over time, they cannot complete it by the limitation of the receive-able

low-popularity piece ratio f in the proposed method. As above, the proposed method

realizes the concept of the lending approach while preventing free rider joining.

The proposed Piece Lending is evaluated by computer simulation in terms of the

utilization ratio of peer transmission capacity Fu and the start-up latency σ. At first,

this dissertation investigates the low-popularity piece transmission capacity ratio ro and

the effect on the receive-able low-popularity piece ratio f . Simulation results showed

that newly joined peers can easily-join in the piece exchange when they obtain only few

low-popularity pieces. In the scope of the evaluation, efficiency of the Piece Lending is

highest when f = 0.05，o = 0.9. Therefore, Piece Lending uses f = 0.05，o = 0.9 after

that. Simulation results showed that the proposed method improves Fu by 41.7%, and it

utilizes 95.1% of peer transmission capacity although existing method utilizes 67.1% of

that. As the start-up latency, when the network stress ϱ is one, σ of the proposed method

is shorter than that of the existing method by 87.4%. Then, assuming practical situation

that a peer whose transmission capacity is 10 Mbps tries to view a video whose bit rate is 2

Mbps and whose length is 100 minutes, Piece Lending reduces σ from 12.1 minutes to 1.28

minutes. Moreover, this dissertation studies the effects of the video provider transmission
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capacity up and the participating ratio of free riders. The proposed method tends not to

decrease the Fu and σ when up is low because the low-popularity piece push is supported

by not only the video provider but also peers. In addition, the efficiency of the proposed

method is higher than that of the existing method even when free-riders join in the P2P

network. Finally, those results showed that proposed method is effective even when the

video provider’s performance is low.
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Conclusion

Recently, P2P VoD systems have been widely discussed, but peer search and video data

transmission scheduling functions in existing methods are ineffective. This dissertation

focused on video data popularity, meaning how many peers possess given data, and chal-

lenged conventional methods of peer search and video data transmission scheduling.

Chapter 1 described the background of P2P VoD systems and explained the position

of this dissertation.

Chapter 2 described major functions of the P2P VoD systems and gave brief overviews

of several existing methods for peer search and video data scheduling.

Chapter 3 proposed HyDiff, a hybrid search method that estimates data popularity by

using local popularity. Hybrid search methods are effective methods that take on different

search models depending on search target popularity. Conventional hybrid search methods

use a request rate to estimate the popularity, but it is difficult to retain high efficiency

because the estimated popularity based on request rate does not always properly reflect the

actual popularity. HyDiff uses local popularity for the popularity estimation to maintain

the search efficiency when there exists a large gap between measured request rate and

popularity.

The efficiency of HyDiff in terms of the utility that contains the number of response,

the shortest response time, and the messaging cost was evaluated by simulation. In

the simulation, replicas of an object are distributed uniformly over the entire network.

Then, a popularity of one object is changed, and utility of searching for the object is
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calculated to evaluate. HyDiff can maintain a low Udifference, utility difference ratio from

the theoretical value, in the simulation. Udifference of the existing method varies depending

on the combination of the request rate change interval and the popularity estimation

interval. In the existing method, it is difficult to decide the value of the estimation

interval because the request rate change of the search-target is unpredictable. On the other

hand, Udifference of HyDiff decreases with decreasing the estimation interval. Therefore,

the estimation interval can be set low value as far as the system performance permits

in HyDiff. Additionally, when the search target’s request rate change interval is twenty

hours and estimation interval is 1, 200 sec, the utility difference ratio Udifference of HyDiff

is under 1%. Moreover, assuming a situation that the P2P network is applied on a global

scale, HyDiff reduces Rshortest(t) from around eight seconds to around two seconds when

search-target’s request rate is high but its popularity is very low. This indicates that

the proposed method maintains search efficiency when there exists a large gap between

request rate and popularity.

Chapter 4 proposed Piece Lending that decreases the negotiation power gap without

the support of the video-providing node. In this lending approach, the P2P system lends

receiving rights for low-popularity piece to newly joined peers, and collects contributions

from advanced peers in compensation for using the right when newly joined peers become

advanced peers. In existing methods, newly joined peers require low-popularity piece push

from the video-providing node to participate in piece exchange. Piece Lending distributes

the load of low-popularity piece push to peers.

The efficiency of the Piece Lending in terms of utilization ratio of peer transmission

capacity and start-up latency was evaluated by simulation. At first, this dissertation

investigates the low-popularity piece transmission capacity ratio ro and the effect on

the receive-able low-popularity piece ratio f . Next, the average utilization ratio of peer

transmission capacity Fu is evaluated. The Simulation results showed that newly joined

peers can easily-join in the piece exchange when they obtain only few low-popularity

pieces. Next, the other results showed that Piece Lending improves Fu by 41.7%, and

utilizes 95.1% of peer transmission capacity. Utilization in the existing method is 67.1%.

Moreover, when the network stress ϱ is one, the average start-up latency σ of Piece

Lending is shorter than that of the existing method by 87.4%. Then, assuming practical
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situation that a peer whose transmission capacity is 10 Mbps tries to view a video whose

bit rate is 2 Mbps and whose length is 100 minutes, Piece Lending reduces σ from 12.1

minutes to 1.28 minutes. Additionally, the efficiency of Piece Lending is hardly affected

by the video provider’s performance. The results showed that Piece Lending distributes

the load of low-popularity piece push to peers. These results shows that the proposed

method is effective even when the video provider’s performance is low.

This dissertation proposed two novel methods, HyDiff and Piece Lending, for peer

search and video data transmission scheduling on P2P VoD systems, and showed the

effectiveness of the proposed methods by simulation. One of the strengths in adopting

this proposed P2P VoD system is that viewers can expect decreasing two types of waiting

times: latency for the response of searching and start-up latency before starting continuous

playback. Additionally, video providers also can expect providing high-quality videos

without high-performance and high-cost servers. Therefore, this research will contribute

to the improvement of P2P VoD systems.
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